
Fair Deep Reinforcement Learning with
Generalized Gini Welfare Functions

Guanbao Yu

UM-SJTU Joint Institute, Shanghai

Jiao Tong University

Shanghai, China

gbyu66@sjtu.edu.cn

Umer Siddique

University of Texas

San Antonio, USA

umersiddique297@gmail.com

Paul Weng

UM-SJTU Joint Institute, Shanghai

Jiao Tong University

Shanghai, China

paul.weng@sjtu.edu.cn

ABSTRACT
Learning fair policies in reinforcement learning (RL) is important

when the RL agent’s actions may impact many users. In this paper,

we investigate a generalization of this problem where equity is still

desired, but some users may be entitled to preferential treatment.

We formalize this more sophisticated fair optimization problem in

deep RL, provide some theoretical discussion of its difficulties, and

explain how existing deep RL algorithms can be adapted to tackle

it. Our algorithmic innovations notably include a state-augmented

DQN-based method for learning stochastic policies, which also ap-

plies to the usual fair optimization setting without any preferential

treatment. We empirically validate our propositions and analyze

the experimental results on several application domains.

KEYWORDS
Deep reinforcement learning, Fair Optimization, Multi-objective

1 INTRODUCTION
In this paper, we consider adaptive learning agents based on deep

reinforcement learning (RL).When they are deployed in real applica-

tions (e.g., traffic lights, software-defined networking, data centers),

they may interact and impact many users. Hence, for these systems

to be accepted by end-users when they are in operation, fairness

needs to be taken into account in their design.

Fairness is rooted in the principle of “equal treatment of equals”,

which informally speaking means that individuals with similar

characteristics should be treated in a similar way. Previous work [10,

43] in learning fair policies in RL focuses on such notion with the

additional assumption that all individuals are equal, which may

not be suitable for all applications. For instance, it is customary

for service providers (in e.g., software-defined networking, data

centers) to provide different levels of QoS (quality of service) to

different user tiers. In such cases, although the principle of “equal

treatment of equals” is still a desired objective, higher-paying users

should arguably be entitled to higher priority or better services.

In our work, we relax the assumption of equal individuals and

consider the more general case where different users may have

different rights. Our goal is to investigate this more sophisticated

fairness problem in the context of deep RL, where efficient poli-

cies should be learned such that while some users may receive

preferential treatment, users with similar rights are fairly treated.

Contributions. We formalize this novel problem in deep RL as a

fair optimization problem (Section 4.2). We discuss the theoretical
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aspects and difficulties of this problem (Section 4.3). Based on this

discussion, we propose several adaptations of deep RL algorithms

to solve this problem (Section 5). Notably, we design a novel state-

augmented DQN-based method for learning fair stochastic policies.

Finally, we experimentally validate our propositions (Section 6).

2 RELATEDWORK
Due to the realization of the tremendous impact that artificial in-

telligence (AI) and machine techniques can have on our lives, fair-

ness has recently become an important and active research direc-

tion [1, 7, 12, 16, 28, 41, 44, 49, 51, 52]. Although various definitions

of fairness have been considered in AI, e.g., proportionality [3, 47]

or envy-freeness [11] and its multiple variants (e.g., [4, 9]), the

majority of this literature in machine learning focuses on the im-

partiality aspect of fairness: “equal treatment of equals". Proposed

methods in this direction typically rely on a constraint-based or

penalty-based formulation in order to control bias at the individual

or group level. In contrast, our work is based on studies in dis-

tributive justice [5, 26, 38]. We aim at optimizing a social welfare

function that encodes impartiality, but also equity and efficiency

(see Section 3.4 for more details). This principled approach has also

been recently advocated in several recent papers [14, 18, 46, 50]

and applied in various machine learning tasks, such as sequential

decision-making, which we discuss below, but also ranking [15] for

instance.

In mathematical optimization, such an approach is called fair op-

timization [33]. Many continuous and combinatorial optimization

problems in various application domains [2, 31, 32, 34, 42] have

been extended to optimize for fairness. In this direction, the closest

work [34] regards fair optimization in Markov decision processes.

However, the methods proposed in this direction typically assume

that the model is known and therefore, they do not require learning.

Fairness in RL starts to receive more attention. Different direc-

tions have been studied, e.g., fairness constraint to reduce discrim-

ination [49], fairness with respect to state visitation [17, 19], the

usual case of fairness with respect to agents [20], or the more gen-

eral case of fairness with respect to users [10, 23, 43, 53]. This last

direction can be understood as an extension of fair optimization to

(deep) RL. Our work follows this principled approach, but inves-

tigates a more general setting. While previous work assumes all

users to be equal, we relax this assumption.

State augmentation (used in our DQN variants) has been ex-

ploited in various previous work, e.g., in MDPs [21] or more re-

cently in safe RL [45], risk-sensitive RL [13], RL with delays [30],

and partially-observable path planning [29]. However, to the best
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of our knowledge, this technique has not been applied in fair opti-

mization. Moreover, our technique to learn stochastic policies in

DQN is also novel.

3 BACKGROUND
We first recall the Markov decision process (MDP) model and RL,

then present the multi-objective extension of MDP. We also provide

an overview of several deep RL algorithms. Finally, we review the

social welfare functions (SWFs) that we used to encode fairness in

deep RL.

Notations. Both the matrices and vectors are written in bold. For

any vector 𝒖 ∈ R𝐷 , 𝒖↑ corresponds to the vector with the compo-

nents of vector 𝒖 sorted in an increasing order (i.e., 𝒖↑
1
≤ . . . ≤ 𝒖↑

𝐷
).

For any integer 𝐷 > 0, the 𝐷 − 1 simplex is denoted by Δ𝐷 = {𝒘 ∈
R𝐷 | ∑𝑖 𝒘𝑖 = 1 and 𝒘𝑖 ≥ 0, 𝑖 = 1, . . . , 𝐷}. We denote S𝐷 the sym-

metric group of degree 𝐷 (i.e., set of permutations over {1, . . . , 𝐷}).
For any permutation 𝜎 ∈ S𝐷 and vector 𝒖 ∈ R𝐷 , vector 𝒖𝜎 denotes

(𝒖𝜎 (1) , . . ., 𝒖𝜎 (𝐷 ) ).

3.1 Markov Decision Process and RL
A Markov Decision Process (MDP) [37] model is characterized by

its set of states S, set of actions A, a transition model 𝑃 which

specifies the probability of reaching next state 𝑠′ by taking action 𝑎

in state 𝑠 , and a reward function 𝑅 indicating the immediate reward

of performing action 𝑎 in state 𝑠 . This model also includes the

discount factor 𝛾 ∈ [0, 1), and the probability distribution over the

initial states 𝑑0.

A policy 𝜋 in an MDP model provides guidance on which action

to take in any state 𝑠 . It can be deterministic if 𝜋 (𝑠) = 𝑎 or stochastic

if 𝜋 (𝑎 | 𝑠) = 𝑃𝑟 (𝑎 | 𝑠). Note that deterministic policies are special

cases of stochastic ones. For a policy 𝜋 , we denote 𝑃𝜋 (resp. 𝑟𝜋 )

the transition (resp. reward) function induced by 𝜋 , i.e., 𝑃𝜋 (𝑠, 𝑠′) =
𝑃 (𝑠, 𝜋 (𝑠), 𝑠′) (resp. 𝑟𝜋 (𝑠) = 𝑟𝜋 (𝑠, 𝜋 (𝑠))). The usual goal in MDP is

to learn a policy 𝜋 that maximizes the expected discounted reward,

i.e., E
[∑∞

𝑡=1
𝛾𝑡−1𝑟𝑡

]
.

Formally, the (state) value function 𝑣𝜋 : S → R of a policy 𝜋

from an initial state 𝑠 is defined by:

𝑣𝜋 (𝑠) = E𝑃,𝜋

[ ∞∑︁
𝑡=1

𝛾𝑡−1𝑟𝑡 | 𝑠
]
, (1)

where E𝑃,𝜋 is the expectation taken with respect to transition func-

tion 𝑃 and policy 𝜋 , and 𝑟𝑡 is the random variable that represents

the reward obtained at time step 𝑡 . The value function 𝑣𝜋 provides

the expected discounted reward one can get by following the corre-

sponding policy 𝜋 from state 𝑠 . Similarly, the action-value function
𝑄𝜋 : S × A → R is given by:

𝑄𝜋 (𝑠, 𝑎) = E𝑃,𝜋

[ ∞∑︁
𝑡=1

𝛾𝑡−1𝑟𝑡 | 𝑠, 𝑎
]
. (2)

Formally, both the MDP and RL attempt to address the following

optimization problem: argmax𝜋

∑
𝑠∈S 𝑑0 (𝑠)𝑣𝜋 (𝑠), where 𝑑0 is the

initial state distribution and 𝑣𝜋 is the value function approximated

by following the current policy 𝜋 . A solution to this problem is an

optimal policy, which is denoted by 𝜋∗.

3.2 Multiobjective Markov Decision Process
We formulate the novel fair optimization problem as a multiob-

jective MDP (MOMDP), where each objective corresponds to the

individual utility of a user in our setting. Therefore, the rewards in

MOMDPs are vectors instead of scalars. The reward function of a

MOMDP can be formalized as 𝒓 (𝑠, 𝑎) ∈ R𝐷 where 𝐷 is the number

of objectives (users).

All the previous definitions in MDP can be naturally extended

to MOMDP. For example, the value function in (1) now becomes:

𝒗𝜋 (𝑠) = E𝑃,𝜋

[ ∞∑︁
𝑡=1

𝛾𝑡−1𝒓𝑡 | 𝑠
]
, (3)

where 𝒓𝑡 ∈ R𝐷 is the vector reward obtained at time step 𝑡 and all

the operations (addition, product) are component-wise.

3.3 Deep RL
Deep RL is the study of RL using neural networks as function

approximators. They are needed to tackle large-scale RL problems,

where the state and/or action spaces become large or continuous.

With parametric function approximation such as neural networks,

a function 𝑓 is approximated by
ˆ𝑓𝜽 where 𝜽 denotes the parameters

of the parametric function, which can be learned during training.

In RL, both value functions or policies can be approximated.

Deep Q-Network (DQN) [25] is an example of deep RL algorithm

where the optimal 𝑄 function is approximated by a neural network

with parameter 𝜽 . This Q-network takes a state 𝑠 as input and out-

puts an estimated �̂�𝜽 (𝑠, 𝑎) for all actions. It is trained to minimize

the following L2 loss for a sampled transition (𝑠, 𝑎, 𝑟, 𝑠′):

(𝑟 + 𝛾�̂�𝜽 ′ (𝑠′, 𝑎∗) − �̂�𝜽 (𝑠, 𝑎))2

where 𝑎∗ = argmax𝑎′∈A
(
𝑟 + 𝛾�̂�𝜽 ′ (𝑠′, 𝑎′)

)
and 𝜽 ′ represents the

parameters of the target Q-network which promotes more stable

training. The transitions (𝑠, 𝑎, 𝑟, 𝑠′) are sampled from a replay buffer

storing experiences generated from online interactions with the

environment. The term 𝑟 + 𝛾�̂�𝜽 ′ (𝑠′, 𝑎∗) is called target Q-value.
Policy gradient methods constitute another approach for solving

RL problems. In contrast to value-based methods like DQN, policy

gradient methods explicitly optimize the desired objective function

in a parameterized policy space, with the goal of finding a policy

𝜋𝜽 (𝑎 | 𝑠) (𝜽 being the policy parameters) that maximizes the ex-

pected sum of reward. In policy gradient methods, the objective

function 𝐽 (𝜽 ) can be formally defined as:

𝐽 (𝜽 ) =
∑︁
𝑠∈𝑆

𝑑𝜋𝜽 (𝑠)𝑉𝜋𝜽 (𝑠) =
∑︁
𝑠∈𝑆

𝑑𝜋𝜽 (𝑠)
∑︁
𝑎∈𝐴

𝜋𝜽 (𝑎 | 𝑠)𝑄𝜋𝜽 (𝑠, 𝑎), (4)

where 𝑑𝜋𝜽 (𝑠) is the stationary state distribution under policy 𝜋𝜽 .

Parameter 𝜽 can be learned using gradient ascent by following

the update direction given by the Policy Gradient Theorem [48]:

∇𝜽 𝐽 (𝜽 ) = E𝑠∼𝒅𝜋 ,𝑎∼𝜋𝜽 ( · |𝑠 ) [𝑄𝜋𝜽 (𝑠, 𝑎)∇𝜽 log 𝜋𝜽 (𝑎 |𝑠)] . (5)

where the Q-value function𝑄𝜋𝜽 (𝑠, 𝑎) can be estimated usingMonte-

Carlo or temporal difference methods.

3.4 Fairness
In this paper, an optimal fair solution is required to satisfy three

properties [43]: efficiency, equity, and impartiality. The efficiency



property states that a solution should be Pareto-optimal. This is

a natural property because selecting a Pareto-dominated solution

would be irrational. The equity property is based on the Pigou-
Dalton principle [27], which states that transferring utility from

a better-off user to a worse-off user results in a fairer solution.

This principle establishes the foundation of fairness by distributing

equal wealth among different users, which is a critical component

in our definition of fairness. The impartiality property corresponds

to the “equal treatment of equals” principle. This principle served as
the foundation for previous works that assume all users are equal.

However, in our work, we relax this assumption and consider a

more general case in which some users may be given preference

over others.

We rely on social welfare functions (SWFs) to formalize these

three properties as an objective function. An SWF evaluates how

good a solution is for all users by aggregating all users’ utilities. In

this paper, we only discuss those SWFs that satisfy our notion of

fairness and refer to them as fair SWFs. One notable group of fair

SWFs in the literature is the generalized Gini social welfare function
(GGF), which is defined as follows:

𝐺𝐺𝐹𝒘 (𝒖) =
𝐷∑︁
𝑖=1

𝒘𝑖𝒖
↑
𝑖
, (6)

where 𝒖 ∈ R𝐷 and𝒘 ∈ Δ𝐷 is a fixed positive weight vector whose

components are strictly decreasing (i.e., 𝒘1 > . . . > 𝒘𝐷 > 0).

Intuitively, by assigning larger weights on smaller utility values,

GGF will yield larger scores when the utility distribution becomes

more balanced while keeping the total utility constant.

GGF satisfies all three of the above-mentioned properties. Since

GGF is a strictly increasing function with positive weights, it im-

plies that it is monotonic in terms of Pareto-dominance and thus

meets the efficiency property. GGF also satisfies the equity prop-

erty because it is a strictly Schur-concave function, which implies

that it is monotonic with respect to Pigou-Dalton transfers. Finally,

because the components of GGF are symmetric (i.e., independent of

the order of their arguments), it satisfies the impartiality property.

Despite the fact that GGF is a simple yet effective SWF for en-

coding fairness, it has some limitations. For instance, the symmetry

of GGF entails that it only applies to cases where all users are equal.

However, in many real-world applications, some objectives/users

may be preferred. For instance, as discussed in the introduction,

the service providers controlled by autonomous systems have to

take different user tiers into account. For such systems, a fair SWF

that can encode preferences over objectives is required, which we

will explain in the following section.

4 FAIR OPTIMIZATION WITH PREFERENTIAL
TREATMENT

In this section, we first extend GGF to a generalized fair SWF that

can encode preferential treatment, which we call generalized GGF
(G

3
F). Based on G

3
F, we then formulate this novel fair optimization

problem in deep RL. Finally, we explain the difficulties of solving

the above problem and present some theoretical discussion.

0 1/6 2/6 3/6 4/6 5/6 1
0

1/12
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1/2
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Figure 1: Linear interpolation graph for different 𝑥 values

4.1 G
3
F

G
3
F extends GGF by introducing an additional weight 𝒑 to en-

code preferential treatment. The weight 𝒑 is also called importance
weight. Formally, let 𝒑 ∈ Δ𝐷 and 𝒘 ∈ Δ𝐷 be two fixed weighting

vectors, the G
3
F is defined as follows:

G
3
F𝒑,𝒘 (𝒖) =

∑︁
𝑖

𝝎𝑖𝒖
↑
𝑖
, (7)

where 𝒖 ∈ R𝐷 and the weight 𝝎𝑖 is defined as:

𝝎𝑖 = 𝑤∗
(

𝑖∑︁
𝑘=1

𝒑𝜎 (𝑘 )

)
−𝑤∗

(
𝑖−1∑︁
𝑘=1

𝒑𝜎 (𝑘 )

)
, (8)

with𝑤∗
being a monotone increasing function that linearly interpo-

lates the points (𝑖/𝐷,∑𝑖
𝑘=1

𝒘𝑘 ) together with the point (0, 0), and 𝜎
is the permutation sorting the components of vector 𝒖 in increasing

order, i.e., 𝒖𝜎 (𝑖 ) = 𝒖↑
𝑖
for all 𝑖 .

Intuitively, such preferential treatment can be enforced via user
duplication [6], which states that if a user is more important, s/he

should be counted more times (via importance weight) than other

users. Since this weight is often normalized, formally, if each user 𝑖

receives some fractional entitlement 𝒑𝑖 (i.e., importance weights),

when two users are equally important, they would receive equal

weights. In contrast, if a user is entitled to a preferential treatment,

s/he would consequently receive a larger share of the total im-

portance weight. The exact choice of 𝒑 therefore depends on the

specific problem one wants to solve.

Recall that G
3
F in (7) is defined with positive decreasing weights

𝒘 , it therefore satisfies efficiency, equity, and impartiality, but with-

out assuming that all users are equal. Obviously, G
3
F will reduce to

GGF when 𝒑 follows a uniform distribution. For a better illustra-

tion on why G
3
F is a suitable choice in our setting, we consider the

following example.

Example 4.1. Assume given an instance of G
3
F𝒑,𝒘 where 𝒘 is

chosen as (3/6, 2/6, 1/6) and 𝒑 is set to (4/6, 1/6, 1/6). By applying

linear interpolation at the key points: 𝑤∗ (0) = 0, 𝑤∗ (1/3) = 1/6,

𝑤∗ (2/3) = 1/2,𝑤∗ (1) = 1, we can obtain the complete values (see

Figure 1). The following cases show that G
3
F satisfies the three

properties of a fair solution.

In the first case, We consider two vectors 𝒖 = (10, 5, 15), and
𝒖′ = (12, 5, 15). By efficiency, 𝒖′ should be preferred to 𝒖, which is

true by comparing the corresponding aggregation values:

G
3
F𝒑,𝒘 (𝒖) = 9.17,G3

F𝒑,𝒘 (𝒖′) = 10.50.



Let 𝒖 = (10, 5, 15), and 𝒖′ = (10, 12, 8) in the second case. By

equity, 𝒖′ should be preferred to 𝒖 since the last two objectives are

equally important and 𝒖′ is more balanced over them. Indeed, we

have:

G
3
F𝒑,𝒘 (𝒖) = 9.17,G3

F𝒑,𝒘 (𝒖′) = 9.67.

Therefore the equity property holds.

In the lase case, we consider 𝒖 = (10, 5, 15), and 𝒖′ = (10, 15, 5).
And we can obtain:

G
3
F𝒑,𝒘 (𝒖) = G

3
F𝒑,𝒘 (𝒖′) = 9.17.

Thus the two solutions are equivalent, which verifies the impartial-

ity property.

4.2 Problem Statement
By integrating G

3
F with MOMDPs, we can now formally formulate

this fair optimization problem with preferential treatment investi-

gated in our paper, which is the problem of determining a policy

that generates a fair distribution of rewards subject to the prefer-

ence weighting vector. Since we focus on deep RL, we directly write

this problem with parametrized policy 𝜋𝜽 :

argmax

𝜋𝜽

G
3
F𝒑,𝒘 (𝑱 (𝜋𝜽 )), (9)

where 𝑱 (𝜋𝜽 ) corresponds to the vectorial version of the standard

RL objective. A solution to this problem is called G
3
F-fair policy

or simply fair policy if the context is clear. Note that both 𝒑 and𝒘
are fixed and depend notably on the problem domain, its context,

and what the system designer wants to achieve. These weights are

therefore part of the problem description.

While the usual approaches in MOMDPs aim to find the set of

Pareto optimal solutions (or an approximation), the goal of our

problem is to directly learn the Pareto-optimal G
3
F-fair policy. In

addition, instead of applying G
3
F on the immediate rewards, our

formulation applies G
3
F on the cumulative rewards over trajecto-

ries to reach more equitable reward distribution, since it allows

compensation over time and expectation in this way.

4.3 Difficulties
Similarly to GGF optimization in RL [43], several challenges ex-

ist for solving Problem (9): (i) G
3
F is a non-linear function, which

makes the problem harder to solve than standard RL. However,

interestingly, G
3
F is a concave function (see Section 4.3.1), which

suggests that (9) may still retain some nice properties. (ii) fair so-

lutions may depend on initial states. (iii) stochastic policies may

dominate deterministic policies when taking fairness into account.

For GGF, Siddique et al. [43] also discuss those points for the

average reward criterion, and in addition, introduce an approxima-

tion bound in terms of average reward between the policy optimal

for the discounted reward and that for the optimal reward. Those

results can be extended to G
3
F, but to keep the exposition simple,

we do not present them in this paper.

4.3.1 Concavity Analysis. Although Ogryczak and Śliwiński [36]

have proved the concavity of G
3
F, here we provide another straight-

forward proof as an alternative.

Lemma 4.2. For any 𝒑 ∈ Δ𝐷 , for any 𝒘 ∈ Δ𝐷 such that its
components are decreasing, function G

3
F𝒑,𝒘 is concave.

Proof. We prove that G
3
F𝒑,𝒘 is a Choquet integral with respect

to a super-modular capacity. By [22], such integrals are concave
1
.

□

The concavity of G
3
F implies that the optimization problem (9)

has some nice properties. For instance, with a linear approxima-

tion scheme, the overall problem would be a convex optimization

problem (i.e., any local optimum would be global). In deep RL, the

overall problem is not convex anymore, but from the point of view

of the last layer of a neural network (which is usually linear, e.g.,

in DQN), the optimization problem is still convex. This suggests

that the overall problem is relatively well-behaved, and provides

guidance on our algorithm design (see Section 5).

4.3.2 State-dependent Optimality. As an extension of the prob-

lem investigated by [43], similarly to GGF-fair policy, an G
3
F-fair

policy may depend on the initial states or more generally, on the

distribution of initial states. Related to this point, because of the

non-linearity of G
3
F, the Bellman principle of optimality does not

hold anymore and dynamic programming can not be directly ap-

plied for finding a fair optimal policy.

4.3.3 Optimality of stochastic policies. It is known that an opti-

mal deterministic policy exists in the single-objective MDP setting.

However, when taking fairness into account in the MOMDP setting,

learning a policy only from the set of deterministic policies may not

be optimal [7]. For instance, given a MOMDP with two objectives,

mixing a policy optimal for the first objective with a policy optimal

for the second objective can lead to a better trade-off between the

two objectives (i.e., fairer solution).

5 PROPOSED ALGORITHMS
In this section, we explain how to integrate G

3
F with several exist-

ing RL algorithms (DQN, A2C, and PPO) for solving Problem (9).

Notably, we introduce a novel state-augmented DQN-based method

for learning stochastic policies.

5.1 Value-based Methods
Value-based RL methods aim to estimate the optimal action-value

function, namely 𝑄𝜋∗ . DQN [25] is one typical value-based deep

RL method. We discuss next its extension to G
3
F.

G
3
F-DQN. Following [43], we modify the output of the deep

Q-network to take values in R |A |×𝐷
instead of R |A |

. The target

Q-value is changed to:

ˆ𝑸𝜽 (𝑠, 𝑎) = 𝒓 + 𝛾 ˆ𝑸𝜽 ′ (𝑠′, 𝑎∗),

where 𝑎∗ = argmax𝑎′∈A G
3
F𝒑,𝒘

(
𝒓 + 𝛾 ˆ𝑸𝜽 ′ (𝑠′, 𝑎′)

)
. The best next

action is chosen such that the immediate reward plus discounted

future rewards (both vectorial) is fair. For execution in a state 𝑠 ,

an action in argmax𝑎∈A G
3
F𝒑,𝒘

(
ˆ𝑸𝜽 (𝑠, 𝑎)

)
is chosen. This adapted

version of DQN is called G
3
F-DQN.

It is similar to GGF-DQN proposed by Siddique et al. [43]. Here,

onemay notice thatG
3
F-DQN implicitly optimizes the lower bound

2

1
Please refer to the full version of this paper for the detailed proof.

2E𝑠′
[
G

3
F𝒑,𝒘

(
𝒓 + 𝛾 ˆ𝑸𝜽 ′ (𝑠′, 𝑎∗𝑠 )

) ]
is a lower bound of G

3
F𝒑,𝒘

(
E𝑠′ [𝒓 + 𝛾

ˆ𝑸𝜽 ′ (𝑠′, 𝑎∗𝑠 )
] )

by Jensen inequality since G
3
F𝒑,𝒘 is concave. Notation 𝑎∗𝑠 is to em-

phasize its dependence on 𝑠 .



E𝑠′
[
G

3
F𝒑,𝒘

(
𝒓 + 𝛾 ˆ𝑸𝜽 ′ (𝑠′, 𝑎∗𝑠 )

) ]
instead ofG

3
F𝒑,𝒘

(
E𝑠′

[
𝒓 + 𝛾 ˆ𝑸𝜽 ′ (𝑠′ ,

𝑎∗𝑠 )
] )
, which would be a better approximation of the objective

function of (9). For this reason, one may not expect a very good

performance from G
3
F-DQN. Next, we propose two other novel

extensions of DQN that can achieve better performance.

G
3
F-CDQN. Recall that an optimal fair policy may depend on

initial states (Section 4.3.2), and that in G
3
F-DQN, the learned policy

is both deterministic and Markov, which is not sufficient to achieve

fairness in an effective way. While still aiming for a deterministic

policy here, a natural approach to address the other two points

is state augmentation. Indeed, if the agent can base its decisions

on both past accumulated reward and usual state information, the

agent may be able to achieve a higher level of fairness. Intuitively,

such additional information enables the agent to base its decisions

on past accumulated reward, which can help correct past inequities.

Consequently, we first augment an original state 𝑠𝑡 as follows:

𝑠𝑡 =
(
𝑠𝑡 ,

1

𝜆
𝒓1:𝑡

)
where 𝜆 =

∑𝑡−1

𝜏=1
𝛾𝜏−1

acts as a scaling factor, 𝒓1:𝑡 =
∑𝑡−1

𝜏=1
𝛾𝜏−1𝒓𝜏

denotes the discounted cumulative reward received so far, which is

reset to zero at the beginning of an episode. Then we modify the

target Q-value as follows:

ˆ𝑸𝜽 (𝑠𝑡 , 𝑎) = 𝒓𝑡 + 𝛾 ˆ𝑸𝜽 ′ (𝑠𝑡+1, 𝑎
∗),

where 𝑎∗ = argmax𝑎′∈A G
3
F𝒑,𝒘

(
ˆ𝑸𝜽 ′ (𝑠𝑡+1, 𝑎

′)
)
. Here the immedi-

ate reward 𝒓𝑡 is removed from the G
3
F computation since this signal

is already included in the augmented state as part of the cumulative

reward. For execution in a state 𝑠 , an action in argmax𝑎∈A G
3
F𝒑,𝒘

(
ˆ𝑸𝜽 (𝑠, 𝑎)

)
is chosen. This algorithm is called G

3
F-CDQN.

G
3
F-CSDQN. Since stochastic policies may dominate determin-

istic ones (Section 4.3.3), we may improve the performance of G
3
F-

CDQN by learning a stochastic policy. We describe how to achieve

this next.

First, we describe how G
3
F-DQN can be modified to learn sto-

chastic policies. The target Q-value is changed to:

ˆ𝑸𝜽 (𝑠, 𝑎) = 𝒓 + 𝛾 ˆ𝑸∗
𝜽 ′ (𝑠′, ·),

where
ˆ𝑸∗
𝜽 ′ (𝑠′, ·) =

∑
𝑎′∈A 𝜋∗ (𝑎′ |𝑠′) ˆ𝑸𝜽 ′ (𝑠′, 𝑎′) denotes an estimated

Q-value achieved at a next state by a policy 𝜋∗, which is defined as:

𝜋∗ (·|𝑠′) = argmax

𝜋
G

3
F𝒑,𝒘 (𝒓 + 𝛾

∑︁
𝑎′∈A

𝜋 (𝑎′ |𝑠′) ˆ𝑸𝜽 ′ (𝑠′, 𝑎′)) (10)

This reformulation assumes that in the next state, the best stochastic

policy is chosen (in contrast to the deterministic greedy policy in

DQN or G
3
F-DQN). For execution in a state 𝑠 , an action is sampled

from 𝜋∗ (·|𝑠) in argmax𝜋 G
3
F𝒑,𝒘 (∑𝑎′∈A 𝜋 (𝑎′ |𝑠′) ˆ𝑸𝜽 (𝑠′, 𝑎′)).

Problem (10) is a non-linear convex optimization problem that

can be solved via linear programming [35]:

𝑚𝑎𝑥

𝐷∑︁
𝑘=1

𝑘

𝑛
𝒘′
𝑘
𝑥𝑘 −

𝐷∑︁
𝑘=1

𝐷∑︁
𝑖=1

𝒘′
𝑘
𝒑𝑖𝑑𝑖𝑘 (11)

𝑠 .𝑡 . 𝑥𝑘 − 𝑑𝑖𝑘 ≤ r𝑖 + 𝛾𝒚𝑖 , ∀𝑖, 𝑘 = 1, . . . , 𝐷

𝒚 =
∑︁
𝑎′∈A

𝜋 (𝑎′ |𝑠′) ˆ𝑸𝜽 ′ (𝑠′, 𝑎′)

0 ≤ 𝜋 (𝑎′ |𝑠′) ≤ 1,
∑︁
𝑎′∈A

𝜋 (𝑎′ |𝑠′) = 1

𝑑𝑖𝑘 ≥ 0, ∀𝑖, 𝑘 = 1, . . . , 𝐷

where 𝒘′
𝑘
= 𝐷 (𝒘𝑘 − 𝒘𝑘+1

) for 𝑘 = 1, . . . , 𝐷 − 1, 𝒘′
𝐷

= 𝐷𝒘𝐷 , 𝑥𝑘 ’s

and 𝑑𝑖𝑘 ’s are additional variables introduced to linearize the origi-

nal non-linear optimization problem. Finally, by introducing state

augmentation like in G
3
F-CDQN, we can formulate a novel algo-

rithm called G
3
F-CSDQN, which can learn fair stochastic policies

for augmented states. Note that although one may expect a bet-

ter performance from this new algorithm, G
3
F-CDQN may still be

useful in domains where deterministic policies are favored (e.g.,

robotics).

5.2 Policy Gradient Methods
Although usually less sample-efficient than DQN-based algorithms,

policy gradient methods constitute another natural choice for solv-

ing Problem (9). Following the work by Siddique et al. [43], we

show how to extend two actor-critic (AC) methods: A2C [24] and

PPO [40] to solve our problem. We call our new algorithms: G
3
F-

A2C and G
3
F-PPO respectively. A nice feature of those methods

is that they can directly learn a stochastic policy. Note that other

policy gradient methods could be extended in a similar fashion.

G
3
F-A2C. To reduce the variance of the estimation of the policy

gradient (4), A2C uses a control variate method where a state-

dependent baseline is subtracted from 𝑸𝜋𝜽 . Using 𝑣 (𝑠) as a base-
line yields the advantage function, which is estimated in A2C by

𝑨A2C (𝑠𝑡 , 𝑎𝑡 ) =
∑
𝑡=1

𝛾𝑡−1𝑅𝑡 − 𝑣 (𝑠𝑡 ) where 𝑅𝑡 is the immediate re-

ward obtained at time step 𝑡 . In A2C, the actor update derives from

the policy gradient obtained from:

𝑱A2C (𝜽 ) = E𝑠∼𝑑𝜋 ,𝑎∼𝜋𝜽 ( · |𝑠 ) [𝑨A2C (𝑠, 𝑎)] .

For G
3
F-A2C, the policy gradient is formulated as follows:

∇𝜽G
3
F𝒑,𝒘 (𝑱A2C (𝜽 )) (12)

= ∇𝑱A2C (𝜽 )G
3
F𝒑,𝒘 (𝑱A2C (𝜽 )) · ∇𝜽 𝑱A2C (𝜽 ) (13)

= 𝝎
⊺
𝜎 · ∇𝜽 𝑱A2C (𝜽 ), (14)

where ∇𝑱A2C (𝜽 )G
3
F𝒑,𝒘 (𝑱A2C (𝜽 )) ∈ R𝐷 is the gradient of function

G
3
F𝒑,𝒘 with respect to its components and ∇𝜽 𝑱A2C (𝜽 ) ∈ R𝐷×𝑁

(𝑁 being the number of policy parameters) represents the classic

policy gradient extended to the vector case.

G
3
F-PPO. Following the design of PPO [40], the advantage is es-

timated with 𝜆-returns. Formally, the estimated advantage function

𝑨PPO (𝑠, 𝑎) can be written as 𝑨PPO (𝑠𝑡 , 𝑎𝑡 ) =
∑
𝑡 (𝛾𝜆)𝑡−1𝛿𝑡 where

𝛿𝑡 = 𝑅𝑡 +𝛾𝑣 (𝑠𝑡+1)−𝑣 (𝑠𝑡 ). A similar clipped surrogate objective func-

tion can be formulated to guide policy training. Denoted 𝑱PPO (𝜽 ),
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Figure 2: Performances of DQN, A2C, PPO and their GGF, G
3
F counterparts in SC. The weight 𝒑 is set to (0.9, 0.1) for G

3
F

algorithms.
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Figure 3: Effects of using different weights for 𝒑 in G
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G
3
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3
F-A2C (middle), and G

3
F-PPO (right) during testing in SC.
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Figure 4: Effects of using different weights for 𝒑 in G
3
F algorithms. Individual waiting times of G

3
F-CDQN and G

3
F-CSDQN

(left), G
3
F-A2C (middle), and G

3
F-PPO (right) during testing in TL.

it is defined so as to limit policy changes after an update:

E𝑠∼𝒅𝜋 ,𝑎∼𝜋𝜽 ( · |𝑠 ) [min(𝜌𝜽𝑨PPO (𝑠, 𝑎), 𝜌𝜽𝑨PPO (𝑠, 𝑎))] , (15)

where 𝜌𝜽 =
𝜋𝜽 (𝑎 |𝑠 )
𝜋𝑏 (𝑎 |𝑠 ) is an importance sampling weight, 𝜋𝑏 is the

behavior policy generating the training data, 𝜌𝜽 = clip(𝜌𝜽 , 1 −
𝜖, 1 + 𝜖) is a clipped weight, and 𝜖 is a hyperparameter to control

how much the current policy can change. The policy gradient for

G
3
F-PPO can then be obtained by replacing 𝑱A2C in (12) with 𝑱PPO.

6 EXPERIMENTAL RESULTS
We experimentally evaluated our algorithms (with relevant base-

lines) in the same three domains as in Siddique et al. [43] to help

with comparability. Those domains are: (i) Species conservation

(SC), (ii) Traffic light control (TL), and (iii) Data center control (DC).

We provide below a short description of those domains.

The first domain (SC) [8] simulates an ecological conservation

problem in which two species—an endangered species (sea otters)

and its prey (northern abalone)—interact with one another, poten-

tially leading to the extinction of some species. In this domain, a

state is comprised of the population level of the two species. The

action space consists of five actions including do nothing, intro-
duce sea otters, enforce antipoaching, control sea otters, and one-half
antipoaching and one-half control sea otters. The reward vector is

composed of each species’ density. Fairness is expressed over the

two species (𝐷 = 2) and can be understood as both species remain-

ing alive and having a balanced population. Because densities may

not be comparable directly, using equal weights for 𝒑 may not be

suitable. In that case, G
3
F may be beneficial.

The second domain (TL) is a traffic light control problem in

which an agent controls the traffic lights at a single intersection to

optimize traffic flow. To simulate the traffic, we use the Simulation of

Urban Mobility (SUMO)
3
. A state in this domain is composed of the

waiting times and densities of cars waiting at the intersection. An

3
https://github.com/eclipse/sumo



action amounts to selecting the next traffic-light phase. We assumed

four phases: NSL, NSSR, EWL, and EWSR, with NSR representing

the (north-south left) phase when the green light is assigned to the

left lanes of roads approaching from the north and south, NSSR

representing the (north-south straight and right) phase when the

green light is assigned to the straight and right lanes of roads

approaching from the north and south, and so on. Typically, the

goal in this domain is to minimize the total waiting time of all cars

stopped at the intersection. However, we consider fairness over

each direction at the intersection (i.e., 𝐷=4). More specifically, we

assume that some lanes will be given preferential treatment (e.g.,

due to morning rush, traffic flows are unbalanced) and that the

waiting times for cars in these lanes will be optimized with higher

priorities, while other lanes with equal preferences will be treated

fairly.

The third and last domain (DC) is a data center traffic control

problem [39], which involves connecting a large number of comput-

ers according to some network topology. In particular, we consider

a network with a fat-tree topology, which connects 16 computers

via 20 switches. A state is composed of each computer network

information. A continuous action corresponds to the allocation of

bandwidth for each host. The vector reward is calculated by penal-

izing the bandwidths per host by the sum of queue lengths. In this

domain, fairness can be expressed with respect to the number of

hosts (e.g., 𝐷 = 16).

The three experimental domains are listed in ascending order of

increasing number of objectives and complexity. The action spaces

in the SC and TL domains are discrete, whereas the action space

in the DC domain is continuous. As usual practice, we set weights

𝒘𝑖 =
1

2
𝑖 , 𝑖 = 0, ..., 𝐷 − 1. We will experiment with various 𝒑 settings

to demonstrate its effects on G
3
F. Again, recall that weights 𝒑 and

𝒘 are problem-dependent and should be set by the system designer

to achieve the level of fairness she desires. All experimental results

are averaged over 10 runs with different seeds.

On these three domains, we have run an extensive set of ex-

periments to answer a series of questions. We list below the main

questions with their empirical answers. More experimental results

can be found in the full version of this paper.

Does G
3
F algorithms yield higher G

3
F score than GGF or

standard algorithms? This first question is a sanity check to

verify that our new algorithms do optimizeG
3
F.We compare theG

3
F

scores of DQN, A2C, and PPO with their GGF and G
3
F counterparts

in the SC domain. The G
3
F scores are obtained by applying G

3
F𝒑,𝒘

on the empirical average vector returns of trajectories sampled

with the learned policies during the test phase. Figure 2a depicts

the distribution of this score for the policies learned by DQN, A2C,

PPO, and their GGF and G
3
F extensions. The weight 𝒑 is set to

(0.9, 0.1) for G
3
F methods, where the first component corresponds

to sea otters. As expected, the GGF algorithms can find a fairer

solution than their original versions, thus have a higher G
3
F score.

However, the G
3
F algorithms show an even higher score than both

their GGF and original counterparts, indicating that fairness with

priority set by 𝒑 was better achieved, as can be seen in Figure 2b.

For instance, G
3
F-A2C nearly balances the densities thanks to the

higher priority given to sea otters. Recall that naturally the density

of abalone would be much larger [43].

As the G
3
F score does not directly show the vector compositions,

plots of non-aggregated accumulated densities estimated during

the testing phase are also presented (Figure 2b), which is simple to

do for the SC domain because it is bi-objective. Compared to the

standard or GGF counterparts, optimizingG
3
Fwith a higher priority

given to sea otters achieves more balanced individual densities.

This suggests that a non-uniform 𝒑 may help correct advantages

conferred to some users by the environment.

What is the effect of training a policy with different weights
for 𝒑? To answer this question, we evaluate the performances of

the G
3
F algorithms with different weights for 𝒑 in the SC and

TL domains. Figure 3 shows the performance of G
3
F-CDQN, G

3
F-

CSDQN,G
3
F-A2C, andG

3
F-PPO during the testing phase in terms of

Coefficient of Variation (CV), minimum andmaximumdensity. Recall

that CV is defined as the ratio of the standard deviation to the mean.

It can be interpreted as a simple measure of inequality, with lower

CV values implyingmore balanced solutions. For experiments in the

SC domain, we increase the preference weight of first objective 𝒑0

from 0.1 to 0.9 (i.e., 𝒑1 decreases from 0.9 to 0.1, correspondingly).

As a result, the density of the sea otter increases, resulting in lower

CV, higher minimum density, and lower maximum density for all

G
3
F algorithms.

In the TL domain, we vary weight 𝒑0 (assigned to North), while

the remaining weight is assigned uniformly over the remaining

three components (directions) of 𝒑. As shown in Figure 4, waiting

times of cars coming from lanes with higher weights are shorter

than those coming from laneswith lowerweights. It can be observed

that the waiting times of cars coming from the north and south

are close, despite the fact that they are assigned different weights.

This is due to the fact that the agent’s action can affect two lanes at

the same time in this case. For example, an action NSL corresponds

to the phase when the left lanes of north and south are given a

green light and cars can only turn left during this phase. As a result,

optimizing the waiting time in one lane will have an effect on the

opposite lane as well.

The above results show that by appropriately adjusting the

weights 𝒑, we can achieve desired control over multiple objectives.

Whenmoreweight is given to one objective and equalweights
are assigned to the other objectives, does the "equal treatment
of equals" principle still hold? The previous discussion in the TL

domain suggests that this may not always be the case, due to the

inherent structure of the control problem. It is however interest-

ing to answer this question when less or no dependence between

objectives is expected. We therefore turn to the DC domain where

there are 16 objectives in total. In this domain, the first objective

is given a weight of
1

4
, and the other objectives are assigned equal

weights, i.e.,
1

20
. Figure 5a illustrates the performances of standard

deep RL algorithms and their GGF/G
3
F counterparts in terms of CV

(w.r.t the objectives with identical weights, i.e., the first objective

is excluded in this statistic), minimum, and maximum bandwidths.

As expected, the GGF algorithms have a lower CV than standard

RL algorithms, which indicates that they can find fairer policies

than their original versions. Compared to standard or GGF ver-

sions of A2C and PPO, the G
3
F counterparts have lower minimum

and maximum bandwidths since more weight is given to the first
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3
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Figure 6: Performances of DQN-based algorithms in SC. The weight 𝒑 is set to (0.9, 0.1) for G
3
F algorithms.

objective. However, we notice that the objectives with identical

weights are treated fairly, as indicated by lower CVs than standard

RL algorithms, which validates that the “equal treatment of equals”

principle still hold in this case.

Does considering past discounted reward or learning a sto-
chastic policy help in DQN-based algorithms? For this question,

we compare all our DQN variants in the SC and TL domains to

investigate the benefits of considering past discounted reward or

stochastic policies. Figures 2a, 6a and 6b show the performances

of those algorithms in the SC domain. Note that while Figure 6a

plots the training curves within 60k interactions, the AC methods

are indeed trained with 600k interactions for convergence before

testing. These figures show that moving from DQN, G
3
F-DQN, G

3
F-

CDQN, to G
3
F-CSDQN nearly always yields an increase in terms of

average density (more efficient), a decrease in terms of CV (more

equitable), an increase in terms of min density (more equitable),

and an increase in terms of G
3
F (fairer). This latter point experi-

mentally confirms the theoretical discussion about the optimality

of stochastic policies in Section 4.3.

While the above results are obtained with non-uniform 𝒑, we
also run experiments in the GGF setting (i.e., with uniform 𝒑). The
results show that our proposed G

3
F-CDQN (i.e., GGF-CDQN) can

find better solutions than GGF-DQN, suggesting that our novel

DQN-based methods also apply to usual fair optimization problem

without any preferential treatment. Similar conclusion can be drawn

for the TL domain as well.

Interestingly, G
3
F-CDQN and G

3
F-CSDQN outperform DQN in

terms of average density, which is exactly what is optimized by

DQN. This is explained by the fact that this domain is actually

partially observable. In addition, Figure 6a also includes the training

curves of the AC methods (A2C and PPO) for comparison. It can

be observed that the DQN-based variants learn much faster than

the AC methods in terms of number of interactions. Therefore, the

DQN-based variants would become more preferable choices when

the sample efficiency is important.

7 CONCLUSION
We investigated the fair optimization problem with preferential

treatment in RL. We presented several extensions of deep RL algo-

rithms to tackle it, and notably proposed a novel state-augmented

DQN-based method, which can be adapted to learn either deter-

ministic or stochastic policies. Extensive experimental results on

several domains were provided for validation. As future work, we

plan to investigate the multi-agent extension of our new problem.
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