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ABSTRACT
Partially Observable Markov Decision Processes (POMDPs) are

useful tools to model environments where the full state cannot be

perceived by an agent. As such the agent needs to reason taking

into account the past observations and actions. However, simply

remembering the full history is generally intractable due to the

exponential growth in the history space. Keeping a probability

distribution that models the belief over what the true state is can

be used as a sufficient statistic of the history, but its computation

requires access to the model of the environment and is also in-

tractable. Current state-of-the-art algorithms use Recurrent Neural

Networks (RNNs) to compress the observation-action history aim-

ing to learn a sufficient statistic, but they lack guarantees of success

and can lead to sub-optimal policies. To overcome this, we propose

the Wasserstein Belief Updater (WBU), an RL algorithm that learns

a latent model of the POMDP and an approximation of the belief

update. Our approach comes with theoretical guarantees on the

quality of our approximation ensuring that our outputted beliefs

allow for learning the optimal value function.

KEYWORDS
Reinforcement Learning, Partial Observability, Representation Learn-

ing, Model Based

1 INTRODUCTION
The Partially Observable Markov Decision Process (POMDP) [39] is a

powerful framework for modeling decision-making in uncertain en-

vironments where the state is not fully observable. These problems

are a common occurrence in many real-world applications, such

as robotics [28], recommendation systems [42], and autonomous

vehicles [30]. In contrast to in a Markov Decision Process (MDP), in

a POMDP, the agent observes a noisy function of the state that does

not suffice as a signal to condition an optimal policy on. As such,

optimal policies need to take the entire action-observation history

into account. As the space of possible histories scales exponentially

in the length of the episode, using histories to condition policies

is generally intractable. An alternative to histories is the notion

∗
Both authors contributed equally to this research, alphabetic order.

Proc. of the Adaptive and Learning Agents Workshop (ALA 2023), Cruz, Hayes, Wang,
Yates (eds.), May 29-30, 2023, London, UK, https://alaworkshop2023.github.io/ . 2023.

of belief, which is defined as a probability distribution over states

based on the agent’s history. The beliefs are a sufficient statistic

of the history for control and, when used as states, define a belief
MDP equivalent to the original POMDP [3]. While two closed-form

expressions to compute the belief exist — using the full history or

through the recursive belief update — they both require access to

a model of the environment. The computation is also in general

intractable, as it requires to integrate over the full state space and

therefore only applicable to smaller problems.

To overcome those challenges, current state-of-the-art algo-

rithms focus on compressing the observation-action history with

the help of Recurrent Neural Networks (RNNs) [21] in the hope of

learning a sufficient statistic. However, compressing the history

using RNNs can lead to loss of information, resulting in suboptimal

policies. To improve the likelihood of obtaining a sufficient statistic,

RNNs can be combined with different techniques such as variational

inference, particle filtering, and regularization through the ability

to predict future observations [7, 17, 24]. However, none of these
techniques guarantee that the representation of histories induced by
RNNs is suitable to optimize the return.

In this paper, we propose Wasserstein Belief Updater (WBU), a

model-based reinforcement learning (RL) algorithm for POMDPs

that allows learning the belief space over the unobservable states.

Specifically, WBU learns an approximation of the belief update

rule through a (partially observable) latent space model whose be-

haviors (expressed as expected returns) are close to the original

model. Furthermore, we show that WBU is guaranteed to induce a

suitable representation of the history to optimize the return. WBU

is composed of three components that are learned in a round-robin

fashion: the model, the belief learner, and the policy (Fig. 1). As

action-observation histories are not enough to learn the full envi-

ronment model, we assume that the POMDP states can be accessed

during training. While this might seem restrictive at first sight, this

assumption is typically met in simulation-based training and can

also be applied in real-world settings, such as robotics or medical

trials, where additional sensors can be used during training in a

laboratory setting. In multi-agent RL, using additional information

during training is known as the Centralized Training with a Decen-
tralized Execution paradigm [35] from which we draw inspiration.

We learn the latent model of the POMDP via a Wasserstein auto-
encoded MDP (WAE-MDP) [12]. We then learn the belief update
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network (BUN) by minimizing the Wasserstein distance with the

exact belief update rule in the latent POMDP. To allow for com-

plex belief distributions we use Normalizing Flows [26]. Unlike the
current state-of-the-art algorithms, the beliefs are only optimized

towards accurately representing the current state distribution and

following the belief update rule. While we use a recursive network

in our belief update architecture we do not back-propagate through

time and therefore implement it as a simple feed forward network.

The policy is then learned on the latent belief space by using as

input a vector embedding the parameters of the belief (sub-beliefs).
Our contributions are two-fold. First, we present WBU, a novel

algorithm that approximates the belief update of a learned latent

environment from any POMDP, and allows the learning of a policy

conditioned on those beliefs. Second, we provide theoretical guar-

antees ensuring that our latent belief learner, on top of learning the

dynamics of the POMDP and replicating the belief update function,

outputs a belief encoding suitable for learning the value function.

This paper presents the theoretical results of our algorithm and

the preliminary results on small environments with a modified

belief update network that uses KL-divergence as a proxy for the

Wasserstein distance. In future work we plan to implement the

theoretical losses for the belief update network, test our algorithm

on a larger set of POMDP environments and carry out ablative

studies on the different components of our algorithm.

2 BACKGROUND
2.1 Probability Distributions
Notations. Let X be a complete and separable space and Σ(X)
be the set of all Borel subsets of X. We write Δ(X) for the set

of measures 𝑃 defined on X and 𝛿𝑎 ∈ Δ(X) for the Dirac mea-
sure with impulse 𝑎 ∈ X, having the following properties: 𝛿𝑎 =

lim𝜎→0 N(𝑎, 𝜎2) where N(𝑎, 𝜎2) is the normal distribution with

mean 𝑎 and variance 𝜎2
; 𝛿𝑎 (𝐴) = 1 if 𝑎 ∈ 𝐴 and 𝛿𝑎 (𝐴) = 0 other-

wise, for𝐴 ∈ Σ(X); and
∫
X 𝛿𝑎 (𝑥) 𝑓 (𝑥) 𝑑𝑥 = 𝑓 (𝑎) for any compactly

supported function 𝑓 . Given another space Y, we use the standard

conditional probability notation 𝑃 (· | 𝑦) for 𝑃 : Y → Δ(X).
Discrepancy measures. Let 𝑃,𝑄 ∈ Δ(X), the divergence between
𝑃 and 𝑄 can be measured according to the following discrepancies:

• the Kullback-Leibler (KL) divergence, defined as

𝐷KL (𝑃,𝑄) = E
𝑥∼𝑃

[log(𝑃 (𝑥)/𝑄 (𝑥))] .

• the solution of the optimal transport problem (OT), given by

W𝑐 (𝑃,𝑄) = inf_∈Λ(𝑃,𝑄) E𝑥,𝑦∼_ 𝑐 (𝑥,𝑦), which is the mini-
mum cost of changing 𝑃 into𝑄 [40], where 𝑐 : X×X → [0,∞)
is a cost function and Λ(𝑃,𝑄) is the set of all couplings of 𝑃
and 𝑄 . If 𝑐 is equal to a distance metric 𝑑 over X, thenW𝑑

is theWasserstein distance between the two distributions.

• the total variation distance (TV), defined as 𝑑𝑇𝑉 (𝑃,𝑄) =

sup𝐴∈Σ(X) |𝑃 (𝐴) −𝑄 (𝐴) |. If X is equipped with the discrete

metric 1≠, TV coincides with the Wasserstein measure.

2.2 Decision Making under Uncertainty
Markov Decision Processes (MDPs) are tuples M = ⟨S,A, P,R,
𝑠I , 𝛾⟩whereS is a set of states;A, a set of actions; P : S×A → Δ(S),
a probability transition function that maps the current state and

action to a distribution over the next states; R : S × A → R, a
reward function; 𝑠I ∈ S, the initial state; and 𝛾 ∈ [0, 1) a discount
factor. We refer to MDPs with continuous state or action spaces as

continuous MDPs. In that case, we assume S and A are complete

separable metric spaces equipped with a Borel 𝜎-algebra. An agent

interacting in M produces trajectories, i.e., sequences of states and
actions ⟨𝑠

0:𝑇 , 𝑎0:𝑇−1
⟩ where 𝑠0 = 𝑠I and 𝑠𝑡+1 ∼ P(· | 𝑠𝑡 , 𝑎𝑡 ) for 𝑡 < 𝑇 .

Policies and probability measure. A (stationary) policy 𝜋 : S →
Δ(A) prescribes which action to choose at each step of the interac-

tion. Any policy 𝜋 andM induce a unique probability measure PM𝜋
on the Borel 𝜎-algebra over (measurable) infinite trajectories [37].

The typical goal of an RL agent is to learn a policy that maximizes

the expected return, given by EM𝜋
[∑∞

𝑡=0
𝛾𝑡 · R(𝑠𝑡 , 𝑎𝑡 )

]
, by interact-

ing withM. We drop the superscript when the context is clear.

Partial Observability. A partially observable Markov decision pro-
cess (POMDP) [39] is a tuple P = ⟨M,Ω,O⟩ whereM is an MDP

with state spaceS and action spaceA; Ω is a set of observations; and
O : S×A → Δ(Ω) is an observation function that defines the distri-
bution of possible observations that may occur when the MDP M
transitions to a state upon the execution of a particular action. An

agent interacting in P actually interacts in M, but without directly
observing the states ofM: instead, the agent perceives observations,

which yields histories, i.e., sequences of actions and observations

⟨𝑎
0:𝑇−1

, 𝑜
1:𝑇 ⟩ that can be associated to an (unobservable) trajectory

⟨𝑠
0:𝑇 , 𝑎0:𝑇−1

⟩ in M, where 𝑜𝑡+1 ∼ O(· | 𝑠𝑡+1, 𝑎𝑡 ) for all 𝑡 < 𝑇 .
Beliefs. Unlike in MDPs, stationary policies that are based solely

on the current observation of P do not induce any probability space
on trajectories of M. Intuitively, due to the partial observability

of the current state 𝑠𝑡 ∈ S at each interaction step 𝑡 ≥ 0, the

the agent must take into account full histories in order to infer

the distribution of rewards accumulated up to the current time

step 𝑡 , and make an informed decision on its next action 𝑎𝑡 ∈ A.

Alternatively, the agent can maintain a belief 𝑏𝑡 ∈ Δ(S) = B over

the current state of M [43]. Given the next observation 𝑜𝑡+1, the

next belief 𝑏𝑡+1 is computed according to the belief update function
𝜏 : B × A × Ω → B, where 𝜏 (𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1) = 𝑏𝑡+1 iff the belief over

any next state 𝑠𝑡+1 ∈ S has for density

𝑏𝑡+1 (𝑠𝑡+1) =
E𝑠𝑡∼𝑏𝑡 P(𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑡 ) · O(𝑜𝑡+1 | 𝑠𝑡+1, 𝑎𝑡 )
E𝑠𝑡∼𝑏𝑡 E𝑠′∼P( · |𝑠𝑡 ,𝑎𝑡 ) O(𝑜𝑡+1 | 𝑠 ′, 𝑎𝑡 )

. (1)

Each belief 𝑏𝑡+1 constructed this way is a sufficient statistic
for the history ⟨𝑎

0:𝑡 , 𝑜1:𝑡+1
⟩ to optimize the return [38]. We write

𝜏∗ (𝑎
0:𝑡 , 𝑜1:𝑡+1

) = 𝜏 (· , 𝑎𝑡 , 𝑜𝑡+1) ◦ · · · ◦ 𝜏
(
𝛿𝑠I , 𝑎0, 𝑜1

)
= 𝑏𝑡+1 for the re-

cursive application of 𝜏 along the history. The belief update rule

derived from 𝜏 allows to formulate P as a continuous
1 belief MDP

MB = ⟨B,A, PB,RB, 𝑏𝐼 , 𝛾⟩, where

PB
(
𝑏 ′ | 𝑏, 𝑎

)
= E
𝑠∼𝑏

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠′,𝑎)

𝛿𝜏 (𝑏,𝑎,𝑜′)
(
𝑏 ′

)
is the transition function in the belief space,RB (𝑏, 𝑎) = E𝑠∼𝑏 R(𝑠, 𝑎)
is the reward function based on the current belief; and 𝑏𝐼 = 𝛿𝑠I
the initial belief state. As for all MDPs, MB as well as any sta-

tionary policy for MB — thus conditioned on beliefs — induce

a well-defined probability space over trajectories of MB , which

enable the optimization of the expected return in P [3].

1
even if S is finite, there is an infinite, uncountable number of measures in Δ(S) = B.
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Figure 1: High-level picture of our Wasserstein Belief Updater framework. TheWAE-MDP component is presented in Sect. 3,
and the Latent Belief Learner is presented in Sect. 4. The learning of the different components happens in a round-robin fashion.
The WAE-MDP learns from data collected by the RL agent and stored in a Replay Buffer. The Latent Belief Learner uses the
latent transition function P\ and observation decoder O\ of the WAE-MDP to learn an approximation of the belief update rule.
The RL agent learns a policy conditioned on the resulting sub-belief 𝛽𝑡 , i.e., the parameters of the latent belief 𝑏𝑡 .

2.3 Latent Space Modeling
In the following, we write 𝑓\ : X → Y to denote a neural network

𝑓 parameterized by \ , mapping inputs from X to outputs in Y.

Latent MDPs. Given the original (continuous or very large, pos-

sibly unknown) environment M, a latent space model is another
(tractable, explicit) MDP M = ⟨S,A, P,R, 𝑠𝐼 , 𝛾⟩ with state space

linked to the original one via a state embedding function: 𝜙 : S → S.

Wasserstein Auto-encoded MDPs (WAE-MDPs) [11] are latent

space models that are trained based on the optimal transport from

trajectory distributions, resulting from the execution of the RL

agent policy in the real environment M, to that reconstructed

from the latent model M\ . The optimization process relies on a

temperature _ ∈ [0, 1) that controls the continuity of the latent

space learned, the zero-temperature corresponding to a discrete

latent state space. This procedure guaranteesM\ to be probably

approximately bisimilarly close [12, 16, 27] to M as _ → 0: in a

nutshell, bisimulation metrics imply the closeness of the two models

in terms of probability measures and expected return [13, 14].

Specifically, a WAE-MDP learns the following components:

a state embedding function 𝜙] : S → S,

a latent transition function P\ : S × A → Δ(S),

a latent reward function R\ : S × A → R, and

a state decoder 𝜓\ : S → S;

the latter allowing to reconstruct original states from latent states.

The objective function of WAE-MDPs — derived from the OT —

incorporates local losses [15] that minimize the expected distance

between the original and latent reward and transition functions:

𝐿R = E
𝑠,𝑎∼D

���R(𝑠, 𝑎) − R\ (𝜙] (𝑠), 𝑎)
���

𝐿P = E
𝑠,𝑎∼D

W¯𝑑

(
𝜙]P(· | 𝑠, 𝑎), P\ (· | 𝜙] (𝑠), 𝑎)

)
(2)

where D ∈ Δ(S × A) is the distribution of experiences gathered

by the RL agent when it interacts with M, 𝜙]P(· | 𝑠, 𝑎) is the distri-
bution of transitioning to 𝑠 ′ ∼ P(· | 𝑠, 𝑎), then embedding it to the

latent space 𝑠 ′ = 𝜙] (𝑠 ′), and ¯𝑑 is a metric on S.

3 LEARNING THE DYNAMICS
An RL agent does not have explicit access to the environment

dynamics. Instead, it can reinforce its behaviors through its in-

teractions and experiences without having direct access to the

environment transition, reward, and observation functions. In this

setting, the agent is assumed to operate within a partially observ-

able environment. The key of our approach lies in granting the RL
agent access to the true state of the environment during its training,
while its perception of the environment is only limited to actions and
observations when the learned policy is finally deployed. Therefore,
when the RL agent interacts in a POMDP P = ⟨M,Ω,O⟩ with
underlying MDP M = ⟨S,A, P,R, 𝑠I , 𝛾⟩, we leverage this access to
allow the agent to learn the dynamics of the environment, i.e., those

of M, as well as those related to the observation function O. To do

so, we make the agent learn an internal, explicit representation of

the experiences gathered, through a latent space model. The trick

to getting the agent learn this latent space model is to reason on an

equivalent POMDP, where the underlying MDP is refined to encode

all the crucial dynamics. We further demonstrate that the resulting

model is guaranteed to closely replicate the original environment

behavior when the agent interacts with it.

3.1 The Latent POMDP Encoding
We enable learning the dynamics of P through a WAE-MDP by

considering the POMDP P↑ =
〈
MΩ,Ω,O↑

〉
, where

(1) the underlying MDP is refined to encode the observations in

its state space, defined as MΩ = ⟨SΩ,A, PΩ,RΩ, 𝑠
★
I , 𝛾⟩ so

that SΩ = S × (Ω ∪ {★ }); ★ is a special observation sym-

bol indicating that no observation has been perceived yet;

PΩ (𝑠 ′, 𝑜 ′ | 𝑠, 𝑜, 𝑎) = P(𝑠 ′ | 𝑠, 𝑎) · O(𝑜 ′ | 𝑠 ′, 𝑎); RΩ (⟨𝑠, 𝑜⟩ , 𝑎) =
R(𝑠, 𝑎); and 𝑠★I = ⟨𝑠I ,★⟩.
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(2) the observation function O↑
: SΩ → Ω is now deterministic

and defined as the projection of the refined state on the

observation space, with O↑(⟨𝑠, 𝑜⟩) = 𝑜 .
The POMDPs P and P↑

are equivalent [6]: P↑
captures the stochas-

tic dynamics of the observations in the transition function through

the refinement of the state space, further resulting in a deterministic

observation function, only dependent on refined states.

Henceforth, the goal is to learn a latent space model M\ =

⟨S,A, P\ ,R\ , 𝑠𝐼 ⟩ linked to MΩ via the embedding 𝜙] : SΩ →
S, and we achieve this via the WAE-MDP framework. Not only

does the latter allow for the learning of the observation dynamics

through P\ , but it also enables the learning of the deterministic ob-

servation function O↑
through the use of the state decoder𝜓\ , by de-

composing the latter in two networks𝜓S
\

: S → S andO↑
\

: S → Ω,

which yield𝜓\ (𝑠) = ⟨𝜓S
\
(𝑠),O↑

\
(𝑠)⟩. This way, the WAE-MDP pro-

cedure learns all the components of P↑
, being equivalent to P. With

this model, we construct a latent POMDP P\ = ⟨M\ ,Ω,O\ ⟩, where
the observation function outputs a normal distribution centered in

O↑
\
: O\ (· | 𝑠) = N(O↑

\
(𝑠), 𝜎2). Note that the deterministic function

is retrieved as the variance approaches zero. However, it is worth

mentioning that the smoothness of O\ is favorable for gradient

descent when learning distributions, unlike Dirac measures (see

Eq. 3 below). As with any POMDP, the belief update function 𝜏 of

P\ allows to reason on the belief space to optimize the expected

return. Formally, at any time step 𝑡 ≥ 0 of the interaction with

latent belief 𝑏𝑡 ∈ Δ(S) = B, the latent belief update is given by

𝑏𝑡+1 = 𝜏 (𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1) when 𝑎𝑡 is executed and 𝑜𝑡+1 is observed iff,

for any next state 𝑠𝑡+1 ∈ S,

𝑏𝑡+1 (𝑠𝑡+1) =
E
𝑠𝑡∼𝑏𝑡 P\ (𝑠𝑡+1 | 𝑠𝑡 , 𝑎𝑡 ) · O\ (𝑜𝑡+1 | 𝑠𝑡+1)

E
𝑠𝑡∼𝑏𝑡 E𝑠′∼P\ ( · |𝑠𝑡 ,𝑎𝑡 ) O\

(
𝑜𝑡+1 | 𝑠 ′

) . (3)

Latent policies.Given any historyℎ ∈ (A · Ω)∗, executing a latent
policy 𝜋 : B → Δ(A) in P is enabled by processing ℎ through

the latent space, to obtain a belief 𝜏∗ (ℎ) = 𝑏 over S and execute

the action prescribed by 𝜋 (· | 𝑏). Training M\ gives access to the

dynamics that compute the belief through the closed form of the

updater 𝜏 (Eq. 3). However, the integration over the full latent space

remains computationally intractable.

As a solution, we propose to leverage the access to the dynamics

of M\ to learn a latent belief encoder 𝜑] : B × A × S → B that

approximates the belief update function via some discrepancy 𝐷 :

min

]
𝐷

(
𝜏∗ (ℎ), 𝜑∗] (ℎ)

)
(4)

for ℎ ∈ (A · Ω)∗ drawn from some distribution. The belief en-
coder 𝜑] thus enables to learn a policy 𝜋 conditioned on latent

beliefs to optimize the return in P: given the current history ℎ,
the next action to play is given by 𝑎 ∼ 𝜋

(
· | 𝜑∗] (ℎ)

)
.

Two main questions arise: “Does the latent POMDP induced by
our WAE-MDP encoding yields a model whose behaviors are close
to P?" and “Is the history representation induced by 𝜑] suitable to
optimize the expected return in P?". Clearly, the guarantees that

can be obtained through this approach depend on the history dis-

tribution and the discrepancy chosen. We dedicate the rest of this

section to answering those questions through a rigorous theoretical

discussion on the distribution and losses required to obtain such

learning guarantees.

3.2 Losses and Theoretical Guarantees
We start by formally defining the process allowing to draw experi-

ences from the interaction and the related history distribution.

Episodic RL process. The RL procedure is episodic if the envi-

ronment P embeds a special reset state 𝑠reset ∈ S so that (i) under

any policy 𝜋 , the environment is almost surely eventually reset:

PM𝜋 ({ 𝑠
0:∞, 𝑎0:∞ | ∃𝑡 > 0, 𝑠𝑡 = 𝑠reset }) = 1; (ii) when reset, the en-

vironment transitions to the initial state: P(𝑠I | 𝑠reset, 𝑎) > 0 and

P(S \ { 𝑠I , 𝑠reset } | 𝑠reset, 𝑎) = 0 for all 𝑎 ∈ A; and (iii) the reset state
is observable: there is an observation 𝑜★ ∈ Ω so that O

(
𝑜★ | 𝑠 ′, 𝑎

)
=

0 when 𝑠 ′ ≠ 𝑠reset, and O(· | 𝑠reset, 𝑎) = 𝛿𝑜★ for 𝑎 ∈ A. An episode
is a history ⟨𝑎

0:𝑇−1
, 𝑜

1:𝑇 ⟩ where O(𝑜1 | 𝑠I , 𝑎0) > 0 and 𝑜𝑇 = 𝑜★.

Assumption 3.1. The environment P is an episodic process.

Lemma 3.2. There is a well defined probability distribution H𝜋 ∈
Δ
(
(A · Ω)∗

)
over histories likely to be perceived at the limit by the

agent when it interacts with P, by executing 𝜋 .

Proof sketch. Build a history unfolding as theMDPwhose state

space consists of all histories, and keeps track of the current history

of P at any time of the interaction. The resulting MDP remains

episodic since it is equivalent to P: the former mimics the behav-

iors of the latter under 𝜋 . All episodic processes are ergodic [23],
which guarantees the existence of such a distribution. The complete

proof including the details of this construction and the equivalence

relation between the unfolding and P is in Appendix A. □

Local losses. For the sake of clarity, we reformulate the local losses

(Eq. 2) to align with the fact that the experiences come from a

distribution that generates histories instead of state-action pairs,

and the states processed by the WAE-MDP are those ofMΩ :

𝐿R = E
𝑠,𝑜,𝑎∼H𝜋

���R(𝑠, 𝑎) − R\ (𝜙] (𝑠, 𝑜), 𝑎)
���

𝐿P = E
𝑠,𝑜,𝑎∼H𝜋

W¯𝑑

(
𝜙]PΩ (· | 𝑠, 𝑜, 𝑎), P\ (· | 𝜙] (𝑠, 𝑜), 𝑎)

)
(5)

where 𝑠, 𝑜, 𝑎 ∼ H𝜋 is a shorthand for (i) ℎ ∼ H𝜋 so that 𝑜 is the last

observation of ℎ, (ii) 𝑠 ∼ 𝜏∗ (ℎ), and (iii) 𝑎 ∼ 𝜋
(
· | 𝜑∗] (ℎ)

)
.

In practice, the ability of observing states during learning enables

the optimization of those local losses without the need of explic-

itly storing histories. Instead, we simply store transitions of MΩ

encountered while executing 𝜋 . We also introduce an observation
loss in addition to the reconstruction loss that allows learning O\ :

𝐿O = E
𝑠,𝑜,𝑎∼H𝜋

E
𝑠′∼P( · |𝑠,𝑎)

𝑑𝑇𝑉

(
O

(
· | 𝑠 ′, 𝑎

)
, E
𝑜′∼O(· |𝑠′,𝑎)

O\
(
· | 𝜙]

(
𝑠 ′, 𝑜 ′

) ) )
(6)

Intuitively, 𝐿O provides a way to gauge the variation between the

latent state reconstruction using O↑
\
and the actual observation

generation process, allowing us to set the variance of O\ .
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Belief Losses. Setting 𝐷 as the Wassertein between the true latent

belief update and our belief encoder leads to the following loss:

𝐿𝜏 = E
ℎ∼H𝜋

W¯𝑑

(
𝜏∗ (ℎ), 𝜑∗] (ℎ)

)
(7)

In addition, we argue that the following reward and transition regu-

larizers are required to bound the gap between the fully observable

modelM\ and the partially observable one P\ :

𝐿
𝜑

R
= E
ℎ,𝑠,𝑜,𝑎∼H𝜋

E
𝑠∼𝜑∗

] (ℎ)

���R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)
���

𝐿
𝜑

P
= E
ℎ,𝑠,𝑜,𝑎∼H𝜋

E
𝑠∼𝜑∗

] (ℎ)
W¯𝑑

(
P\ (· | 𝜙] (𝑠, 𝑜), 𝑎), P\ (· | 𝑠, 𝑎)

)
(8)

The two aim at regularizing 𝜑] and minimize the gap between

the rewards (resp. transition probabilities) that are expected when

drawing states from the current belief compared to those actually

observed. Again, the ability to observe states during training allows

the optimization of those losses. Intuitively, the belief loss and the

related two regularizers can be optimized on-policy, i.e., coupled
with the optimization of 𝜋 that is used to generate the episodes.

Value difference bounds. We provide guarantees suited for par-

tial observability, concerning the agent behaviors in P, when the

policies are conditioned on latent beliefs. To do so, we formalize the

behaviors of the agent through value functions. For a specific policy
𝜋 , the value of a history is the expected return that would result

from continuing to follow the policy from the latest point reached

in that history: V𝜋 (ℎ) = E
MB [𝜏∗ (ℎ) ]
𝜋

[∑∞
𝑡=0

𝛾𝑡 · RB (𝑏𝑡 , 𝑎𝑡 )
]
, where

MB [𝜏∗ (ℎ)] is is the belief MDP of P obtained by changing the

initial belief state by 𝜏∗ (ℎ). Similarly, we write V
𝜋
for the values of

the latent policy 𝜋 in P\ . The following two Theorems state that,

when the local and belief losses are all minimized and go to zero,

(1) the agent behaviors are the same in the original and latent

POMDPs when the former executes a latent policy by using

our belief encoder 𝜑] to maintain a latent belief from the

interaction; and

(2) any pair of histories whose belief representation induced by

𝜑] are close also have close optimal behaviors.

While (1) guarantees the “average equivalence” of the two models

and justifies the usage of P as model of the environment, (2) shows

that 𝜑] induces a suitable representation of the history to optimize

the expected return.

Theorem 3.3. Assume that theWAE-MDP is at the zero-temperature
limit (i.e., _ → 0) and let R★

= sup𝑠,𝑎 |R(𝑠, 𝑎) |, 𝐾
V
= R★/1−𝛾 , then

for any latent policy 𝜋 : B → Δ(A), the values of P and P\ are
guaranteed to be bounded by those losses in average:

E
ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� ≤
𝐿R + 𝐿𝜑

R
+ R★

𝐿𝜏 + 𝛾𝐾V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
1 − 𝛾 . (9)

Theorem 3.4. Let 𝜋∗ be the optimal policy of the POMDP P\ , then
for any couple of histories ℎ1, ℎ2 ∈ (A · Ω)∗ mapped to latent beliefs
through 𝜑∗] (ℎ1) = 𝑏1 and 𝜑∗] (ℎ2) = 𝑏2, the belief representation

induced by 𝜑] yields:��
V
𝜋∗ (ℎ1) − V

𝜋∗ (ℎ2)
�� ≤ 𝐾

V
W¯𝑑

(
𝑏1, 𝑏2

)
+

𝐿R + 𝐿𝜑
R
+

(
𝐾

V
+ R★

)
𝐿𝜏 + 𝛾𝐾V

·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿O

)
1 − 𝛾

·
(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)

(10)

when the WAE-MDP temperature _ goes to zero.

Notice that the right-hand side of Eq. 9 and Eq. 10 are both only

composed of constants multiplied by the losses, which are null as

the losses go to zero. We prove those claims in Appendix B.

4 LEARNING TO BELIEVE
In this section, we assume that we have access to the latent model

learned by the WAE-MDP. The goal of the belief updater is to com-

pute the belief states of the “behaviorally equivalent” (Thm. 3.3)

latent POMDP P\ so that an RL agent can learn to optimize a latent

policy based on those latent beliefs, guaranteed to be a suitable

representation of the histories for optimizing the return (Thm. 3.4).

The rest of this section is composed as follows: first we analyze

the belief update rule 𝜏 , second we explain our belief encoder ar-

chitecture and our design choices, third we describe our training

procedure, and last we explain how the agent learns its policy.

bt

s

Est∼bt
P(s | st, at)

s

Est∼bt
P(s | st, at)

s

bt+1

s

Oθ(ot+1 | s)

s

⊛

Figure 2: The Belief Update rule: a) transformation of the
current belief 𝑏𝑡 with the transition probability function P,
evaluated on the current action 𝑎𝑡 , into the next state proba-
bility density; b) filtering out the next states that could not
have produced the next observation 𝑜𝑡+1.

The belief update rule. The belief update rule 𝜏 (Eq. 3) outlines
how to update the current belief based on the current action and

the next observation. As shown in Fig. 2, the update rule is divided

into two steps. First, the current belief distribution 𝑏𝑡 is used to

marginalise the latent transition function P\ over the believed latent
states, to further infer the distribution over the possible next states.

This first part corresponds to looking at the different states that can

be reached from the states that have a non-zero probability based
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𝛽𝑡

A2C loss

𝑎𝑡
∼

𝑜𝑡+1

𝑡

sub-belief encoder

𝜑 sub
]

𝛽𝑡+1

Masked

A2C loss

∼ 𝑎𝑡+1

Belief loss

𝑡 + 1

M]

𝑏𝑡+1Flow
Autoregressive

V 𝜋 V 𝜋

Figure 3: The Belief A2C agent; the trick to make the agent
learn a policy conditioned on latent belief distributions is to
condition them on sub-beliefs in place, i.e., the parameters 𝛽𝑡
of each belief distribution. We therefore define a sub-belief
encoder 𝜑 sub

] (𝛽𝑡 , 𝑎𝑡 , 𝑜𝑡+1) = 𝛽𝑡+1 which generates the next sub-
belief, and a MAF M] (𝛽𝑡+1) = 𝑏𝑡+1 is then used to retrieve
the latent belief 𝑏𝑡+1 linked to the parameters 𝛽𝑡+1. The red
arrows represent the flow of the belief loss gradients, and
the green arrows the flow of the A2C loss gradients. Both
gradients do not back-propagate through time.

on the latent belief. Second, the next observation 𝑜𝑡+1 is used to

filter the previous density based on the observation probability. It

is worth noting that the latent model is learned from P↑
, whose

observation function is deterministic. Without modelling the latent

observation function O\ as a normal distribution, the second part

of the belief update would need to eliminate all next states with

different observations — which is not gradient descent friendly. The

third operation (not present in Fig. 2) normalizes the output of the

observation filtering to obtain a probability density.

Architecture. Since our method generalizes to any POMDP, we do
not make any assumption about the belief distribution. This means

that we cannot assume, for example, that the belief is a multi-modal

normal distribution. To accommodate complex belief distributions,

we use Masked Auto-Regressive Flows (MAF) [36], a type of nor-

malizing flow built on the auto-regressive property. Precisely, to

accommodate with the WAE-MDP framework and leverage the

guarantees presented in Sect. 3.2, we use the MAF presented in [11]

that learns multivariate, latent, relaxed distributions which become

discrete (binary) in the zero-temperature limit of the WAE-MDP.

We define the sub-belief as the vector that embed the parameters

of the belief distribution, the MAF allowing the transformation of

sub-beliefs into beliefs. The sub-belief functions similarly to the

hidden states in an RNN as it is updated recursively. However, as

we do not allow gradients to back-propagate through time (BPTT),

we use a simple feed-forward network instead of a GRU or LSTM

[10, 22]. This choice is motivated by the difference between the

nature of the RNN hidden states in the partially observable version

of A2C [32] (R-A2C), and sub-beliefs.

On the one hand, the goal of the RNN hidden states is to compress

the history into a fixed sized vector that can be used to compute

the policy and value that maximize returns. As the policy and

𝑧𝑡

A2C loss

𝑎𝑡
∼

𝑜𝑡+1

𝑡

𝑧𝑡+1

A2C loss

∼ 𝑎𝑡+1

𝑡 + 1

V 𝜋 V 𝜋

RNN

hidden state 𝑜𝑡+2

𝑧𝑡+2

A2C loss

𝑡 + 2

V 𝜋

RNN
∼ 𝑎𝑡+2

Figure 4: The RNNA2C agent uses back-propagation through
time (BPTT): the RNN leverages gradients from future time
steps to improve its compression of the history for learning
a policy and value function. The colored arrows represent
the flow of the A2C loss across time.

values of time steps closer to the end of an episode are easier to

learn, the gradients of future time steps tend to be more accurate.

Therefore, using the gradients of future time steps with BPTT helps

the learning.

On the other hand, the sub-belief is the vector embedding the

parameters of any latent belief generated from our belief encoder,

which is regularized to follow the belief update rule. Since beliefs of

earlier time steps are easier to compute as the history is smaller, gra-

dients from future time steps tend to be of worse quality compared

to the current one. Therefore, disabling BPTT effectively improves

the quality of the update to learn the sub-beliefs. Allowing gradients

from the belief loss of future time steps to flow would negatively

impact learning, as it would lead to an accumulation of errors in

the update of the sub-belief. Fig. 3 and 4 outline the differences

between both methods and the way the RL gradients flow.

Training.We aim to train the sub-belief encoder and the MAF to

approximate the update rule by minimizing the Wasserstein Dis-

tance between the belief update rule 𝜏 of the latent POMDP, and

our belief encoder 𝜑] (Eq. 7) to leverage the theoretical learning

guarantees of Thm. 3.3 and 3.4. However, Wasserstein optimization

is known to be challenging, often requiring the use of additional

networks, Lipschitz constraints, and a min-max optimization proce-

dure (e.g., [2]), similar to the WAE-MDP training procedure. Also,

sampling from both distributions is necessary for the Wasserstein

optimization and, while sampling from our belief approximation

is straightforward, sampling from the update rule (Eq. 3) is a non-

trivial task. Monte Carlo Markov Chain [1] techniques such as

Metropolis-Hastings [9] could be considered, but accessing a func-

tion proportional to the density is not possible as the expectation

would need to be approximated.

As an alternative to the Wasserstein optimization, we minimize

the KL divergence between the two distributions. KL is easier to op-

timize and only requires sampling from one of the two distributions

(in our case, the belief encoder). However, unlike the Wasserstein

distance, guarantees can only be derived when the divergence ap-

proaches zero. Nonetheless, in the WAE-MDP zero-temperature

limit, KL bounds Wasserstein by the Pinsker’s inequality [5, 12].

On-policyKLdivergence.Using𝐷KL as a proxy for theWassertein

distance allows to close the gap between 𝜏 and 𝜑] while optimizing

the policy; at any time step 𝑡 ≥ 0, given the current belief 𝑏𝑡 , the

action 𝑎𝑡 played by the agent, and the next perceived observation
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𝑜𝑡+1, the belief proxy loss is given by

𝐷KL

(
𝜑]

(
𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

)
∥ 𝜏

(
𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

))
=

E
𝑠𝑡+1∼𝜑]

(
𝑏𝑡 ,𝑎𝑡 ,𝑜𝑡+1

)
[
log𝜑]

(
𝑠𝑡+1 | 𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

)
−log E

𝑠∼𝑏𝑡
P\ (𝑠𝑡+1 | 𝑠, 𝑎𝑡 )

− log O\ (𝑜𝑡+1 | 𝑠𝑡+1)
]
+ log

(
E

𝑠∼𝑏𝑡
E

𝑠′∼P\ ( · |𝑠,𝑎𝑡 )
O\

(
𝑜𝑡+1 | 𝑠 ′

))
The divergence is composed of 4 terms, the first one corresponds to

the negative entropy of 𝜑] , the second term ensures that the belief

update follows the state transition function of the latent MDP, the

third term filters out the latent states which are not associated with

the observation 𝑜𝑡+1, and the fourth one is a normalizing factor.

We minimize the KL divergence 𝐷KL by gradient descent on the

Monte-Carlo estimate of the divergence:

∇]𝐷KL

(
𝜑]

(
𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

)
∥ 𝜏

(
𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

))
=

∇] E
𝑠𝑡+1∼𝜑]

(
𝑏𝑡 ,𝑎𝑡 ,𝑜𝑡+1

) [
log𝜑]

(
𝑠𝑡+1 | 𝑏𝑡 , 𝑎𝑡 , 𝑜𝑡+1

)
− log E

𝑠∼𝑏𝑡
P\ (𝑠𝑡+1 | 𝑠, 𝑎𝑡 ) − log O\ (𝑜𝑡+1 | 𝑠𝑡+1)

]
Notice that the fourth term of this KL divergence does not depends

on 𝜑] and therefore yields a gradient of zero.

We train the belief-updater with on-policy data. Using data from

the replay buffer to train the belief updater, as is done in DRQN,

would require sampling full trajectories as the belief representation

may change after multiple updates. Additionally, training the policy

and belief updater on the same samples can facilitate learning, even

though gradients are not allowed to flow between the networks.

Learning the policy is enabled by feeding the sub-belief vector

as input of the former. As mentioned earlier, we do not allow the

RL agent to optimize the parameters of the belief encoder. In our

experiments, we use A2C as on-policy algorithm but our method

can be applied to any on-policy algorithm.

5 EXPERIMENTS
We evaluate the performance of our algorithm on a subset of the

POPGym environments [33], which were designed to test different

features required for generalization to various POMDPs. These fea-

tures include short-termmemory for control and long-termmemory

capacity. Our algorithm is tested on two distinct environments:

• Repeat Previous: the first environment tests the agent’s ability

to maintain and retrieve long-term memory. At the start of

each episode, two decks of cards are shuffled and the agent

is presented with a card at each time-step. The goal is for the

agent to identify the suit of the card it saw 8 time steps earlier.

The episode continues until there are no more cards in the

deck. The agent receives a positive for every correct card

and a negative reward otherwise. The rewards are scaled so

that the maximum return is 1.

• Stateless Cart-Pole: the second environment challenges the

agent to control a cart that can move left or right on a rail,

Figure 5: Comparison of the evolution of the un-discounted
cumulative return betweenWBU, R-A2C and DVRL. For both
environment the maximum return is 1

while maintaining the attached pole within a specific angle

range. The system state is comprised of the cart position and

velocity, as well as the pole angular position and velocity. In

the partially observable version, the velocity components are

hidden, requiring the agent to rely on its short-term memory

to estimate them. The agent receives a positive reward for

every time step, and the maximum return is 1.

We compare the performance ofWBU in those two environments

with R-A2C and DVRL [24], an algorithm based on R-A2C that uses

a Variational Auto-Encoder and particle filtering to maintain some

belief distribution. We train 5 instances of each algorithm for 1

million time steps using 16 parallel environments.

In the Repeat Previous environment (Fig. 5 top), WBU is the only

algorithm out of the three that can memorize almost perfectly the

8 last cards and output the suit of the 8th card. While after 400k

environmental steps, WBU already obtains positive return, which

corresponds to getting half of the cards correct, R-A2C only starts

to slowly improve over its initial return of −0.5 after 600k timestep

to reach less than −0.3 at the end of the learning. DVRL on the other

hand does not seem to learn anything as its returns do not evolve.

This first experiment showcases the capacity of our algorithm to

remember previous observations and retrieve them when needed.
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Figure 6: Evolution of the belief loss during learning in the
two environments. While the belief loss is a divergence and
should therefore be positive its Monte Carlo approximation
can be negative as it is the case in the Repeat Previous exper-
iment.

In the stateless version of Cart-Pole, the RNN of R-A2C can learn

relatively fast how to estimate the velocities of both the cart and

the pole as it manages to score more than 0.5 in returns after only

100k steps. WBU and R-A2C present a similar learning curve, with

the exception that at the end of the learning, WBU is able to catch

up with R-A2C performance, while DVRL appears to plateau. This

experiment shows that WBU can leverage short-term memory for

control.

The evolution of the belief loss ofWBU for the two environments

is presented in Figure 6. For both environments, the belief loss is

decreasing and converges. We note an increase in belief loss at the

beginning of the learning. This is because we learn the model in

parallel.

To summarize, these environments provide a rigorous test of

WBU’s ability to generalize to various partially observable problems

and demonstrate its capability to learn and effectively utilize a belief

state representation.

6 RELATEDWORK
POMDPs pose a significant challenge to RL due to the loss of the

Markovian property — the next observation distribution do not only

depend on the current state, but on the entire action-observation

history. As a consequence, this history need be considered to derive

an optimal policy, making it essential to obtain a sufficient statistic

such as belief states [25]. Most deep-RL methods use RNNs to

compress the action-observation history into a fixed-size vector

[21] and apply regularization techniques to improve the likelihood

of obtaining a belief. These techniques include generative models [8,

19, 20], particle filtering [24, 31], and predicting distant observations

[17, 18]. However, most algorithms assume the beliefs to be simple

distributions of states, such as Gaussian distributions, limiting their

applicability [17, 20, 29]. We note that using Normalizing Flows for

the belief distribution as been experienced in FORBES [8]. However,

FORBES does not condition its policy on the beliefs but rather on

sample latent states (which is known to be sub-optimal). Some

works also focus on specific types of POMDPs, such as building

compact latent representation of images for visual motor tasks

[29], or environment where the observation are masked states with

Gaussian noise [41]. Compared to those works, WBU’s beliefs are

not trained to help the learning but to follow the belief update rule.

While accessing the state is common in partially observable deep

multi-agent RL, and known as the centralized training decentralized

execution paradigm [4, 35], it is not a common practice in single-

agent RL with the exception of kernel-POMDPs [34] that uses the

states to build models based on RKHSs.

Finally, the works of [12, 15] study similar value difference

bounds to ours in the context of fully observable environments,

guaranteeing the quality of (i) the latent space model learned, and

(ii) the representation induced by𝜙] for optimizing the returns. They

further link their bounds with bisimulation theory (e.g., [16, 27]):

in a nutshell, bisimulation define an equivalence relation between

models in terms of the behaviors induced when a a policy is exe-

cuted (in particular, the optimal policy). We defer as future work the

study of bisimulation metrics [13, 14] in the context of POMDPs.

7 CONCLUSION
Wasserstein Belief Updater provides a novel approach that approx-

imates directly belief update for POMDPs, in contrast to state-of-

the-art methods that uses the RL objective and regularization to

attempt to turn the history into a sufficient statistic. By learning

the belief and its update rule, we can provide strong guarantees on

the quality of the belief, its ability to condition the optimal value

function, and ultimately, the effectiveness of our algorithm. Our

theoretical analysis and experimental results on two environments

demonstrate the potential of our approach.While our current imple-

mentation uses the Kullback-Leibler divergence as a proxy for the

Wasserstein distance, we plan to improve our algorithm in future

work by incorporating the true Wasserstein distance and additional

theoretical losses (Eq. 6 and 8). We also aim to explore the use of

simulated trajectories for policy learning, which is theoretically

enabled through the model and representation quality guarantees

yielded by Thm 3.3 and 3.4, to evaluate our approach on a broader

range of environments, and carry ablative studies. Overall, our pro-

posed Wasserstein Belief-Updater algorithm provides a promising

new direction for RL in POMDPs, with potential applications in a

wide range of settings where decision-making is complicated by

uncertainty and partial observability.
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A PROOF OF LEMMA 3.2: STATIONARITY OVER HISTORIES
Let us restate the Lemma:

Lemma A.1. Let P be an episodic POMDP with action space A and observation space Ω (Assumption 3.1). There is a well defined probability
distributionH𝜋 ∈ Δ

(
(A · Ω)∗

)
over histories drawn at the limit from the interaction of the RL agent with P, when it operates under a latent

policy 𝜋 conditioned over the beliefs of a latent POMDP P, the latter sharing the action and observation spaces of P.

Therefore, we want to show the existence of a limiting distribution over histories, when a latent policy is executed. Before going further,

we formally introduce the notions of memory-based policies, Markov Chains, and limiting distributions in Markov Chains.

A.1 Preliminaries
Definition A.2 (Memory-based policies). Given an MDP M = ⟨S,A, P,R, 𝑠I , 𝛾⟩, a memory-based policy for M is a policy that can be

encoded as a stochastic Mealy machine 𝜋 =
〈
𝑄, 𝜋𝛼 , 𝜋` , 𝑞𝐼

〉
, where 𝑄 is a set of memory states; 𝜋𝛼 : S ×𝑄 → Δ(A) is the next action function;

𝜋` : S ×𝑄 × A × S → Δ(𝑄) is the memory update function; and 𝑞𝐼 is the initial memory state.

Example 1 (Stationary policy). A stationary policy 𝜋 can be encoded as any Mealy machine 𝜋 with memory space 𝑄 where |𝑄 | = 1.

Example 2 (Latent policy). Let P = ⟨M,Ω,O⟩ with underlying MDP M = ⟨S,A, P,R, 𝑠I , 𝛾⟩ and the latent space model P with initial state

𝑠𝐼 be the POMDPs of Lemma A.1. Then, any latent (stationary) policy 𝜋 : B → Δ(A) conditioned on the belief space B of P can be executed

in the belief MDPMB of P via the Mealy machine 𝜋 ′ = ⟨B, 𝜋𝛼 , 𝜋` , 𝛿𝑠𝐼 ⟩, keeping track in its memory of the current latent belief 𝑏 ∈ B. This

enables the agent to take its decisions solely based on the latter: 𝜋𝛼 (· | 𝑏, 𝑏) = 𝜋 (· | 𝑏). When the belief MDP transitions to the next belief 𝑏 ′,
the memory is then updated according to the observation dynamics:

𝜋` (𝑏 ′ | 𝑏, 𝑏, 𝑎, 𝑏 ′) =
E𝑠∼𝑏 E𝑠′∼P( · |𝑠,𝑎) E𝑜′∼O(· |𝑠′,𝑎) 𝛿𝜑] (𝑏,𝑎,𝑜′)

(
𝑏 ′

)
· 𝛿𝜏 (𝑏,𝑎,𝑜′) (𝑏 ′)

E𝑠∼𝑏 E𝑠′∼P( · |𝑠,𝑎) E𝑜′∼O(· |𝑠′,𝑎) 𝛿𝜏 (𝑏,𝑎,𝑜′) (𝑏 ′)
if 𝑏 ′ ≠ 𝛿𝑠reset , and

𝜋` (· | 𝑏, 𝑏, 𝑎, 𝛿𝑠reset ) = 𝛿𝑠reset otherwise (to fulfil the episodic constraint),

where𝜑] is the belief encoder, learned to replicate the latent belief update function. Note that 𝜋` is simply obtained by applying the usual condi-

tional probability rule: 𝜋`

(
𝑏 ′ | 𝑏, 𝑏, 𝑎, 𝑏 ′

)
= Pr

(
𝑏′,𝑏′ |𝑏,𝑏,𝑎

)
/Pr

(
𝑏′ |𝑏,𝑏,𝑎

)
, where Pr

(
𝑏 ′, 𝑏 ′ | 𝑏, 𝑏, 𝑎

)
= E𝑠∼𝑏 E𝑠′∼P( · |𝑠,𝑎) E𝑜′∼O(· |𝑠′,𝑎) 𝛿𝜑] (𝑏,𝑎,𝑜′)

(
𝑏 ′

)
·

𝛿𝜏 (𝑏,𝑎,𝑜′) (𝑏 ′) and Pr

(
𝑏 ′ | 𝑏, 𝑏, 𝑎

)
= PB (𝑏 ′ | 𝑏, 𝑎) since the next original belief state is independent of the current latent belief state.

Definition A.3 (Markov Chain). A Markov Chain (MC) is an MDP whose action space 𝑎 consists of a singleton, i.e., |A| = 1. Any MDP

M = ⟨S,A, P,R, 𝑠I , 𝛾⟩ and memory-based policy 𝜋 =
〈
𝑄, 𝜋𝛼 , 𝜋` , 𝑞𝐼

〉
induces a Markov ChainM𝜋 = ⟨S ×𝑄, P𝜋 ,R𝜋 , ⟨𝑠I , 𝑞𝐼 ⟩ , 𝛾⟩, where:

• the state space consists of the product of the original state space and the memory of 𝜋 ;

• the transition function embeds the next action and the policy update functions from the policy, i.e.,

P𝜋
(〈
𝑠 ′, 𝑞′

〉
| ⟨𝑠, 𝑞⟩

)
= E
𝑎∼𝜋𝛼 ( · |𝑠,𝑞)

𝜋`
(
𝑞′ | 𝑠, 𝑞, 𝑎, 𝑠 ′

)
· P

(
𝑠 ′ | 𝑠, 𝑎

)
, and

• the rewards are averaged over the possible actions produced by the next action function, i.e., R𝜋 (⟨𝑠, 𝑞⟩) = E𝑎∼𝜋𝛼 ( · |𝑠,𝑞) R(𝑠, 𝑎).

Furthermore, the probability measure PM𝜋 is actually the unique probability measure defined over the measurable infinite trajectories of the

MC M𝜋
[37].

We now formally define the distribution over states encountered at the limit when an agent operates in an MDP under a given policy, as

well as the existence conditions of such a distribution.

Definition A.4 (Bottom strongly connected components and limiting distributions). Let M be an MDP with state space M and 𝜋 be a

policy for M. Write M [𝑠] for the MDP where we change the initial state 𝑠I of M by 𝑠 ∈ S. The distribution b𝑡𝜋 : S → Δ(S) with
b𝑡𝜋 (𝑠 ′ | 𝑠) = P

M[𝑠 ]
𝜋

(
{ 𝑠

0:∞, 𝑎0:∞ | 𝑠𝑡 = 𝑠 ′ }
)
is the distribution giving the probability for the agent of being in each state ofM [𝑠] after exactly 𝑡

steps. The subset 𝐵 ⊆ S is a strongly connected component (SCC) ofM𝜋
if for any pair of states 𝑠, 𝑠 ′ ∈ 𝐵, b𝑡𝜋 (𝑠 ′ | 𝑠) > 0 for some 𝑡 ∈ N. It is a

bottom SCC (BSCC) if (i) 𝐵 is a maximal SCC, and (ii) for each 𝑠 ∈ 𝐵, P𝜋 (𝐵 | 𝑠) = 1. The unique stationary distribution of 𝐵 is b𝜋 ∈ Δ(𝐵),
defined as b𝜋 (𝑠) = E¤𝑠∼b𝜋 P𝜋 (𝑠 | ¤𝑠) = lim𝑇→∞

1

𝑇

∑𝑇
𝑡=0

b𝑡𝜋 (𝑠 | 𝑠⊥) for any 𝑠⊥ ∈ 𝐵. An MDP M is ergodic under the policy 𝜋 if the state space

ofM𝜋
consists of a unique aperiodic BSCC. In that case, b𝜋 = lim𝑡→∞ b𝑡𝜋 (· | 𝑠) for all 𝑠 ∈ S.

To provide such a stationary distribution over histories, we define a history unfolding MDP, where the state space keeps track of the

current history of P during the interaction. We then show that this history MDP is equivalent to P under 𝜋 .

https://alaworkshop2023.github.io/
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A.2 History Unfolding
Let us define the history unfolding MDPMH , which consists of the tuple ⟨SH,A, PH,RH,★, 𝛾⟩, where:

• the state space consists of all the possible histories (i.e., sequence of actions and observations) that can be encountered in P, i.e.,

SH = (A · Ω)∗ ∪ {★, ℎreset }, which additionally embeds a special symbol ★ indicating that no observation has been perceived yet (cf.

the definition ofMΩ in Sect. 3.1) with 𝜏∗ (★) = 𝛿𝑠I , as well as a special reset state ℎreset;
• the transition function maps the current history to the belief space to infer the distribution over the next possible observations, i.e.,

PH
(
ℎ′ | ℎ, 𝑎

)
= E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠′,𝑎)

𝛿ℎ ·𝑎·𝑜′
(
ℎ′

)
if 𝜏∗ (ℎ) ≠ 𝛿𝑠reset , and

PH
(
ℎ′ | ℎ, 𝑎

)
= PB

(
𝛿𝑠reset | 𝛿𝑠reset , 𝑎

)
· 𝛿ℎreset

(
ℎ′

)
+ PB

(
𝛿𝑠I | 𝛿𝑠reset , 𝑎

)
· 𝛿★

(
ℎ′

)
otherwise,

where ℎ · 𝑎 · 𝑜 ′ is the concatenation of 𝑎, 𝑜 ′ with the history ℎ = ⟨𝑎
0:𝑇−1

, 𝑜
1:𝑇 ⟩, resulting in the history ⟨𝑎

0:𝑇 , 𝑜1:𝑇+1
⟩ so that 𝑎𝑇 = 𝑎 and

𝑜𝑇+1 = 𝑜 ′; and
• the reward function maps the history to the belief space as well, which enables to infer the expected rewards obtained in the states

over the this belief, i.e., RH (ℎ, 𝑎) = E𝑠∼𝜏∗ (ℎ) R(𝑠, 𝑎).
We now aim at showing that, under the latent policy 𝜋 , the POMDP P and the MDP MH are equivalent. More formally, we are looking

for an equivalence relation between two probabilistic models, so that the latter induce the same behaviors, or in other words, the same

expected return. We formalize this equivalence relation as a stochastic bisimulation between MB (that we know being an MDP formulation

of P) andMH .

Definition A.5 (Bisimulation). Let M = ⟨S,A, P,R, 𝑠I , 𝛾⟩ be an MDP. A stochastic bisimulation ≡ on M is a behavioral equivalence

between states 𝑠1, 𝑠2 ∈ S so that, 𝑠1 ≡ 𝑠2 iff

(1) R(𝑠1, 𝑎) = R(𝑠2, 𝑎), and
(2) P(𝑇 | 𝑠1, 𝑎) = P(𝑇 | 𝑠2, 𝑎),

for each action 𝑎 ∈ A and equivalence class 𝑇 ∈ S/≡. Properties of bisimulation include trajectory equivalence and the equality of their

optimal expected return [16, 27]. The relation can be extended to compare two MDPs by considering the disjoint union of their state space.

Lemma A.6. Let P be the POMDP of Lemma A.1, and 𝜋 : B → Δ(A) be a latent policy conditioned on the beliefs of a latent space model of
P. Define the stationary policy 𝜋♣ : SH → Δ(A) for MH as 𝜋♣ (· | ℎ) = 𝜋

(
· | 𝜑∗] (ℎ)

)
, and the memory-based policy 𝜋♦ for MB encoded by the

Mealy machine detailed in Example 2. Then,M𝜋♣
H andM𝜋♦

B are in stochastic bisimulation.

Proof. First, note that the MCM𝜋♦
B is defined as the tuple

〈
B × B, P𝜋♦ ,R𝜋♦ ,

〈
𝑏𝐼 , 𝑏𝐼

〉
, 𝛾

〉
so that

P𝜋♦

(
𝑏 ′, 𝑏 ′ | 𝑏, 𝑏

)
= E
𝑎∼𝜋

(
· |𝑏

) 𝜋` (𝑏 ′ | 𝑏, 𝑏, 𝑎, 𝑏 ′) · PB
(
𝑏 ′ | 𝑏, 𝑎

)
= E
𝑎∼𝜋

(
· |𝑏

) E
𝑠∼𝑏

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠,𝑎)

𝛿
𝜑]

(
𝑏,𝑜,𝑎

) (𝑏 ′) · 𝛿𝜏 (𝑏,𝑜,𝑎) (𝑏 ′), and
R𝜋♦ (𝑏, 𝑏) = E

𝑎∼𝜋
(
· |𝑏

) E
𝑠∼𝑏

R(𝑠, 𝑎) . (cf. Definition A.3)

Define the relation ⇒𝜏
𝜑]

as the set {
〈
ℎ, ⟨𝑏, 𝑏⟩

〉
| 𝜏∗ (ℎ) = 𝑏 and 𝜑∗] (ℎ) = 𝑏 } ⊆ SH × B × B. We show that ⇒𝜏

𝜑]
is a bisimulation relation

between the states of M𝜋♣
H andM𝜋♦

B . Let ℎ ∈ SH , 𝑏 ∈ B, and 𝑏 ∈ B so that ℎ ⇒𝜏
𝜑]

⟨𝑏, 𝑏⟩:

(1) R𝜋♣ (ℎ) = E𝑎∼𝜋 ( · |𝜑∗
] (ℎ)) E𝑠∼𝜏∗ (ℎ) R(𝑠, 𝑎) = E

𝑎∼𝜋
(
· |𝑏

) E𝑠∼𝑏 R(𝑠, 𝑎) = R𝜋♦ (𝑏, 𝑏);

(2) Each equivalence class𝑇 ∈
(
SH × B × B

)
/⇒𝜏

𝜑]
consists of histories sharing the same belief and latent beliefs. Since 𝜏∗ : SH → B and

𝜑∗] : SH → B are surjective, each equivalence class 𝑇 can be associated to a single belief and latent belief pair. Concretely, let 𝑏 ′ ∈ B,

𝑏 ′ ∈ B, an equivalence class of⇒𝜏
𝜑]

has the form 𝑇 =

[
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

so that

(a) the projection of

[
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

on SH is the set {ℎ ∈ SH | 𝜏∗ (ℎ) = 𝑏 and 𝜑∗] (ℎ) = 𝑏 }, and

(b) the projection of

[
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

on the state space ofM𝜋♦
B is merely the pair ⟨𝑏 ′, 𝑏 ′⟩.
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Therefore,

P𝜋♣

( [
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

| ℎ
)

=

∫[
⟨𝑏′,𝑏′⟩

]
⇒𝜏
𝜑]

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E
𝑠∼𝜏∗

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠′,𝑎)

𝛿ℎ ·𝑎 ·𝑜′
(
ℎ′

)
𝑑ℎ′

=

∫
SH

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
𝛿ℎ ·𝑎 ·𝑜′

(
ℎ′

)
· 𝛿𝜏∗ (ℎ′)

(
𝑏 ′

)
· 𝛿𝜑∗

] (ℎ′)
(
𝑏 ′

)
𝑑ℎ′ (by definition of

[
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

)

= E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
𝛿𝜏∗ (ℎ ·𝑎 ·𝑜′)

(
𝑏 ′

)
· 𝛿𝜑∗

] (ℎ ·𝑎 ·𝑜′)
(
𝑏 ′

)
= E
𝑎∼𝜋

(
· |𝑏

) E
𝑠∼𝑏

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠′,𝑎)

𝛿𝜏 (𝑏,𝑎,𝑜′)
(
𝑏 ′

)
· 𝛿
𝜑]

(
𝑏,𝑎,𝑜′

) (𝑏 ′) (since ℎ ⇒𝜏
𝜑]

⟨𝑏, 𝑏⟩)

=P𝜋♦

(
𝑏 ′, 𝑏 ′ | 𝑏, 𝑏

)
=P𝜋♦

( [
⟨𝑏 ′, 𝑏 ′⟩

]
⇒𝜏

𝜑]

| 𝑏, 𝑏
)

By 1 and 2, we have that MH and MB are in bisimulation under the equivalence relation⇒𝜏
𝜑]
, when the policies 𝜋♣ and 𝜋♦ are respectively

executed in the two models. □

Corollary A.7. The agent behaviors, formulated through the expected return, that are obtained by executing the policies respectively in the
two models are the same: EMH

𝜋♣
[∑∞

𝑡=0
𝛾𝑡 · RH (𝑎0:𝑡 , 𝑜1:𝑡 )

]
= E

MB
𝜋♦

[∑∞
𝑡=0

𝛾𝑡 · RB (𝑏𝑡 , 𝑎𝑡 )
]
.

Proof. Follows directly from [16, 27]: the bisimulation relation implies the equivalence of the optimal policies in the two models, i.e., the

maximum expected returns are the same in the two models. Since we consider MCs and not MDPs, the models are purely stochastic, and the

behavior equality follows. □

Note that we omitted the super script of 𝜋♣ in the main text; we directly considered 𝜋 as a policy conditioned over histories, by using the

exact same definition.

A.3 Existence of a Stationary Distribution over Histories
Now that we have proven that the history unfolding is equivalent to the belief MDP, we thus now have all the ingredients to prove Lemma A.1.

Proof. By definition of MH , the execution of 𝜋♣ is guaranteed to remain an episodic process. Every episodic process is ergodic (see

[23]), there is thus a unique stationary distributionH𝜋♣ = lim𝑡→∞ b𝑡
𝜋♣ (· | ★) defined over the state space ofM𝜋♣

H , which actually consists of

histories of P when the latter operates under 𝜋 , or equivalently, the execution of the MCM𝜋♦
B . □

B VALUE DIFFERENCE BOUND
Let us restate Theorem 3.3:

Theorem B.1. Let P, P\ , and 𝜋 : B → Δ(A) be respectively the original and the latent POMDP, as well as the latent policy of Lemma A.1,
so that the latent POMDP is learned through a WAE-MDP, via the minimization of the local losses 𝐿R , 𝐿P of Eq. 5. Assume that the WAE-MDP is
at the zero-temperature limit (i.e., _ → 0) and let 𝐾

V
= ∥R ∥∞/1−𝛾 , then for any such latent policy 𝜋 , the values of P and P\ are guaranteed to

be bounded by the local losses in average:

E
ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� ≤ 𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 + 𝛾𝐾V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
1 − 𝛾 . (11)

Before going further, let us formally define the value function of any POMDP.

B.1 Value Functions
We start by formally defining the value function of any MDP.

Definition B.2 (Value function). Let M = ⟨S,A, P,R, 𝑠I , 𝛾⟩ be an MDP, and 𝜋 be a policy for M. Write M[𝑠] for the MDP obtained by

replacing 𝑠I by 𝑠 ∈ S. Then, the value of the state 𝑠 ∈ S is defined as the expected return obtained from that state by running 𝜋 , i.e.,

V𝜋 (𝑠) = E
M[𝑠 ]
𝜋

[∑∞
𝑡=0

𝛾𝑡 · R(𝑠𝑡 , 𝑎𝑡 )
]
. LetM𝜋 = ⟨S𝜋 , P𝜋 ,R𝜋 , 𝑠I , 𝛾⟩ be the Markov Chain induced by 𝜋 (cf. Definition A.3). Then, the value

function can be defined as the unique fixed point of the Bellman’s equations [37]: V𝜋 (𝑠) = R𝜋 (𝑠) + E𝑠′∼P𝜋 (𝑠)
[
𝛾 · V𝜋 (𝑠 ′)

]
. The typical goal

of an RL agent is to learn a policy 𝜋★ that maximizes the value of the initial state ofM: max𝜋★ V
𝜋★

(𝑠I ).

https://alaworkshop2023.github.io/


Wasserstein Belief Updater ALA ’23, May 29-30, 2023, London, UK, https://alaworkshop2023.github.io/

Property B.3 (POMDP values). We obtain the value function of any POMDP P = ⟨M,Ω,O⟩ by considering the values obtained in its belief
MDPMB = ⟨B,A, PB,RB, 𝑏𝐼 , 𝛾⟩. Therefore, the value of any history ℎ ∈ (A · Ω)∗ is obtained by mapping ℎ to the belief space: let 𝜋 be a policy
conditioned on the beliefs of P, then we write V𝜋 (ℎ) for V𝜋 (𝜏∗ (ℎ)). Therefore, we have in particular for any latent policy 𝜋 : B → Δ(A):

V
𝜋
(ℎ) = EMB [𝜏∗ (ℎ) ]

𝜋♦

[ ∞∑︁
𝑡=0

𝛾𝑡 · RB (𝑏𝑡 , 𝑎𝑡 )
]

(cf. Lemma A.6 for 𝜋♦ and 𝜋♣)

= E
MH [ℎ]
𝜋♣

[ ∞∑︁
𝑡=0

𝛾𝑡 · RH (ℎ𝑡 , 𝑎𝑡 )
]

(cf. Corollary A.7)

= E
𝑎∼𝜋♣ ( · |ℎ)

[
RH (ℎ, 𝑎) + E

ℎ′∼PH ( · |ℎ,𝑎)

[
𝛾 · V

𝜋

(
ℎ′

) ] ]
(by Definition B.2)

= E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[
RH (ℎ, 𝑎) + E

ℎ′∼PH ( · |ℎ,𝑎)

[
𝛾 · V

𝜋

(
ℎ′

) ] ]
(by definition of 𝜋♣)

= E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)

[
R(𝑠, 𝑎) + E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
𝛾 · V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] ]
. (by definition ofMH)

Similarly, we write V
𝜋
for the values of a latent POMDP P.

B.2 Warm Up: Some Wasserstein Properties
In the following, we elaborate on properties and definitions related to the Wasserstein metrics that will be useful to prove the main claim. In

particular, Wasserstein can be reformulated as the maximum mean discrepancy of 1-Lipschitz functions. The main trick to prove the claim is

to decay the temperature to the zero-limit, which makes the distance
¯𝑑 metric associated with the latent state space converge to the discrete

metric 1≠ : X → { 1, 0 } [11], formally defined as 1≠ (𝑥1, 𝑥2) = 1 iff 𝑥1 ≠ 𝑥2.

Definition B.4 (Lipschitz continuity). Let X,Y be two measurable set and 𝑓 : X → Y be a function mapping elements from X to Y. If

otherwise specified, we consider that 𝑓 is real-valued function, i.e., Y = R. Assume that X is equipped with the metric 𝑑 : X → [0,∞).
Then, given a constant 𝐾 ≥ 0, we say that 𝑓 is 𝐾-Lipschitz iff, for any 𝑥1, 𝑥2 ∈ X, |𝑓 (𝑥1) − 𝑓 (𝑥2) | ≤ 𝐾 · 𝑑 (𝑥1, 𝑥2). We write F𝐾

𝑑
for the set of

𝐾-Lipschitz functions.

Definition B.5 (Wasserstein dual). The Kantorovich-Rubinstein duality [40] allows formulating the Wasserstein distance between 𝑃 and 𝑄

asW𝑑 (𝑃,𝑄) = sup𝑓 ∈F 1

𝑑

��E𝑥∼𝑃 𝑓 (𝑥) − E𝑦∼𝑄 𝑓 (𝑦)�� .
Property B.6 (Lipschitz constant). Let 𝑓 : X → R, so that 𝑑 is a metric on X. Assume that 𝑓 is 𝐾-Lipschitz, i.e., 𝑓 ∈ F𝐾

𝑑
, then for any

two distributions 𝑃,𝑄 ∈ Δ(X),
��E𝑥1∼𝑃 𝑓 (𝑥1) − E𝑥2∼𝑄 𝑓 (𝑥2)

�� ≤ 𝐾 · W𝑑 (𝑃,𝑄).
In particular, for any bounded function 𝑔 : X → 𝑌 with 𝑌 ⊆ R, when the distance metric associated with X is the discrete metric, i.e., 𝑑 = 1≠,

we have
��E𝑥1∼𝑃 𝑔(𝑥1) − E𝑥2∼𝑄 𝑔(𝑥2)

�� ≤ 𝐾𝑌 · W1≠ (𝑃,𝑄) = 𝐾𝑌 · 𝑑𝑇𝑉 (𝑃,𝑄), where 𝐾𝑌 ≥ sup𝑥 ∈X |𝑔(𝑥) | (see, e.g., [15, Sect. 6] for a discussion).

The latter property intuitively implies the emergence of the 𝐾
V
constant in the Theorem’s inequality: we know that the latent value

function is bounded by sup𝑠,𝑎

���R\ (𝑠,𝑎)
���/1−𝛾 , so given two distributions 𝑃,𝑄 over S, the maximum mean discrepancy of the latent value function

is bounded by 𝐾
V
· W¯𝑑 (𝑃,𝑄) when the temperature goes to zero.

Finally, since the value difference is computed in expectation, we introduce the following useful property:

Lemma B.7 (Wasserstein in expectation). For any 𝑓 : Y×X → R so thatX is equipped with the metric 𝑑 , consider the function𝑔𝑦 : X → R
defined as 𝑔𝑦 (𝑥) = 𝑓 (𝑦, 𝑥). Assume that for any 𝑦 ∈ Y, 𝑔𝑦 is 𝐾-Lipschitz, i.e., 𝑔𝑦 ∈ F𝐾

𝑑
. Then, let D ∈ Δ(Y) be a distribution over Y and

𝑃,𝑄 ∈ Δ(X) be two distributions over X, we have E𝑦∼D
��E𝑥1∼𝑃 𝑓 (𝑦, 𝑥1) − E𝑥2∼𝑄 𝑓 (𝑦, 𝑥2)

�� ≤ 𝐾 · W𝑑 (𝑃,𝑄).

Proof. The proof is straightforward by construction of 𝑔𝑦 :

E
𝑦∼D

���� E
𝑥1∼𝑃

𝑓 (𝑦, 𝑥1) − E
𝑥2∼𝑄

𝑓 (𝑦, 𝑥2)
����

= E
𝑦∼D

���� E
𝑥1∼𝑃

𝑔𝑦 (𝑥1) − E
𝑥2∼𝑄

𝑔𝑦 (𝑥2)
����

≤ E
𝑦∼D

[𝐾 · W𝑑 (𝑃,𝑄)] (by Property B.6, since 𝑔𝑦 is 𝐾-Lipschitz)

=𝐾 · W𝑑 (𝑃,𝑄)

□
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B.3 Value Difference Bounds: Time to Raise your Expectations
Proof. The plan of the proof is as follows:

(1) We exploit the fact that the value function can be defined as the fixed point of the Bellman’s equations;

(2) We repeatedly apply the triangular and the Jenson’s inequalities to end up with inequalities which highlight mean discrepancies for

either rewards or value functions;

(3) We exploit the fact that the temperature goes to zero to bound those discrepancies by Wasserstein (see Porperty B.6 and the related

discussion);

(4) The last two points allow highlighting the 𝐿1 norm and Wasserstein terms in the local and belief losses;

(5) Finally, we set up the inequalities to obtain a discounted next value difference term, and we exploit the stationary property of H𝜋 to

fall back on the original, discounted, absolute value difference term;

(6) Putting all together, we end up with an inequality only composed of constants, multiplied by losses that we aim at minimizing.

Concretely, the absolute value difference can be bounded by:

E
ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

���
= E
ℎ∼H𝜋

����� E
𝑠∼𝜏∗ (ℎ)

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[
R(𝑠, 𝑎) + 𝛾 E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
(see Property B.3)

− E
𝑠∼𝜏∗ (ℎ)

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[
R\ (𝑠, 𝑎) + 𝛾 E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
≤ E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[ ����� E𝑠∼𝜏∗ (ℎ)
R(𝑠, 𝑎) − E

𝑠∼𝜏∗ (ℎ)
R\ (𝑠, 𝑎)

�����
+ 𝛾

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
V𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
]

(Triangular inequality)

For the sake of clarity, we split the inequality in two parts.
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Part 1: Reward bounds

E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
R(𝑠, 𝑎) − E

𝑠∼𝜏∗ (ℎ)
R\ (𝑠, 𝑎)

�����
= E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)

[
R(𝑠, 𝑎) − R\ (𝜙] (𝑠, 𝑜), 𝑎)

]
+ E
𝑠∼𝜏∗ (ℎ)

E
𝑠∼𝜏∗ (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] �����
(𝑜 is the last observation of ℎ; the state embedding function 𝜙] that links the original and latent state spaces comes into play)

≤ E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[����� E𝑠∼𝜏∗ (ℎ)

[
R(𝑠, 𝑎) − R\ (𝜙] (𝑠, 𝑜), 𝑎)

] ����� +
����� E𝑠∼𝜏∗ (ℎ)

E
𝑠∼𝜏∗ (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] �����
]

(Triangular inequality)

≤ E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[
E

𝑠∼𝜏∗ (ℎ)

���R(𝑠, 𝑎) − R\ (𝜙] (𝑠, 𝑜), 𝑎)
��� + ����� E𝑠∼𝜏∗ (ℎ)

E
𝑠∼𝜏∗ (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] �����
]

(Jensen’s inequality)

= E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)

���R(𝑠, 𝑎) − R\ (𝜙] (𝑠, 𝑜), 𝑎)
��� + E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜏∗ (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] �����
=𝐿R + E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜏∗ (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] ����� (by definition of 𝐿R , Eq. 5)

=𝐿R + E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜏∗ (ℎ)
E

𝑠⊥∼𝜑∗
] (ℎ)

[ [
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠⊥, 𝑎)

]
+

[
R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)

] ] �����
(the belief encoder 𝜑] comes into play)

=𝐿R + E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

]
+ E
𝑠∼𝜏∗ (ℎ)

E
𝑠⊥∼𝜑∗

] (ℎ)

[
R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)

] �����
≤𝐿R + E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[����� E𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

[
R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)

] ����� +
����� E𝑠∼𝜏∗ (ℎ)

E
𝑠⊥∼𝜑∗

] (ℎ)

[
R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)

] �����
]
(Triangular inequality)

≤𝐿R + E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

[
E

𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

���R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)
��� + ����� E𝑠∼𝜏∗ (ℎ)

E
𝑠⊥∼𝜑∗

] (ℎ)

[
R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)

] �����
]

(Jensen’s inequality)

=𝐿R + E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

���R\ (𝜙] (𝑠, 𝑜), 𝑎) − R\ (𝑠, 𝑎)
��� + E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠⊥∼𝜑∗
] (ℎ)

R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)
�����

=𝐿R + 𝐿𝜑
R
+ E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠⊥∼𝜑∗
] (ℎ)

R\ (𝑠⊥, 𝑎) − R\ (𝑠, 𝑎)
����� (by definition of 𝐿

𝜑

R
, Eq. 8)

≤𝐿R + 𝐿𝜑
R
+ E
ℎ∼H𝜋

R★W¯𝑑

(
𝜏∗ (ℎ), 𝜑∗] (ℎ)

)
(as _ → 0, by Lem. B.7 and Prop. B.6)

=𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 ;

where we write R★
for

R\ ∞ = sup
𝑠,𝑎∈S×A

���R\ (𝑠, 𝑎)���.
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Part 2: Next value bounds

𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
= 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P( · |𝑠,𝑎)

E
𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
+

[
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
E

𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
(the state embedding function 𝜙] comes into play, as well as the latent observation function O\ )

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)
E

𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(Triangular inequality)

= 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜏∗ (ℎ)

E
𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
E

𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
− E
𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)

[
E

𝑜′∼O\ (𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
+

[
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
(𝑜 is the last observation of ℎ; the latent MDP dynamics, modeled by P\ , come into play)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
E

𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
− E
𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)

[
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(Triangular inequality)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)

����� E
𝑠′∼𝜙]PΩ ( · |𝑠,𝑜,𝑎)

[
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
− E
𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)

[
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(Jensen’s inequality)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
𝐾

V
· W¯𝑑

(
𝜙]PΩ (· | 𝑠, 𝑎), P\ (· | 𝜙] (𝑠, 𝑜), 𝑎)

)
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(as _ → 0, by Lem. B.7)
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≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
𝐿P

+ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(by definition of 𝐿P, Eq. 5)

= 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
𝐿P

+ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

�����
[
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜑∗

] (ℎ)
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
+

[
E

𝑠∼𝜑∗
] (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
(the belief encoder 𝜑] comes into play)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
𝐿P

+ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜑∗

] (ℎ)
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜑∗

] (ℎ)
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(triangular inequality)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
𝐿P

+ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

����� E
𝑠′∼P\ ( · |𝜙] (𝑠,𝑜),𝑎)

[
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
− E
𝑠′∼P\ ( · |𝑠,𝑎)

[
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜑∗

] (ℎ)
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(Jensen’s inequality)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
𝐿P

+ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠∼𝜑∗
] (ℎ)

𝐾
V
W¯𝑑

(
P\ (· | 𝜙] (𝑠, 𝑜), 𝑎), P\ (· | 𝑠, 𝑎)

)
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜑∗

] (ℎ)
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑠∼𝜏∗ (ℎ)

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) �����
(as _ → 0, by Lem. B.7)
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= 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P

)
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E
𝑠∼𝜑∗

] (ℎ)

[
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ]
− E
𝑠∼𝜏∗ (ℎ)

[
E

𝑠′∼P\ ( · |𝑠,𝑎)
E

𝑜′∼O\ ( · |𝑠′)
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
(by definition of 𝐿

𝜑

P
, Eq. 8)

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P

)
+ 𝛾 · E

ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
𝐾

V
W¯𝑑

(
𝜏∗ (ℎ), 𝜑∗] (ℎ)

)
(as _ → 0, by Lem. B.7; note that Wasserstein is symmetric since it is a distance metric [40])

≤ 𝛾 · E
ℎ∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
E

𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏

)
(by definition of 𝐿𝜏 , Eq. 7)

= 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[(
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) )
+

(
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

))] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏

)
≤ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏

)
(triangular inequality)

≤ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)

����� E
𝑜′∼O(· |𝑠′,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− E
𝑜′∼O\ ( · |𝜙] (𝑠′,𝑜′))

V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏

)
(Jensen’s inequality)

≤ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾 · E

ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′∼P( · |𝑠,𝑎)
𝐾

V
𝑑𝑇𝑉

(
O

(
· | 𝑠 ′, 𝑎

)
, E
𝑜′∼𝑠′,𝑎

O\
(
· | 𝜙]

(
𝑠 ′, 𝑜 ′

) ) )
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏

)
(cf. Prop. B.6 and Lem B.7)

= 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))

����� E𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

[
V
𝜋

(
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ] �����
+ 𝛾𝐾

V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
(by definition of 𝐿O , Eq. 6)

≤ 𝛾 · E
ℎ,𝑜∼H𝜋

E
𝑎∼𝜋 ( · |𝜑∗

] (ℎ))
E

𝑠∼𝜏∗ (ℎ)
E

𝑠′,𝑜′∼PΩ ( · |𝑠,𝑜,𝑎)

���V𝜋 (
ℎ · 𝑎 · 𝑜 ′

)
− V

𝜋

(
ℎ · 𝑎 · 𝑜 ′

) ��� + 𝛾𝐾
V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
(Jensen’s inequality)

= 𝛾 · E
ℎ,𝑜∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� + 𝛾𝐾
V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
(H𝜋 is a stationary distribution (Lem. A.1) which allows us to apply the stationary property (Def. A.4))
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Putting all together. To recap, by Part 1 and 2, we have:

E
ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� ≤ 𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 + 𝛾 · E
ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� + 𝛾𝐾
V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
E

ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� · (1 − 𝛾) ≤ 𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 + 𝛾𝐾V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
E

ℎ∼H𝜋

���V𝜋 (ℎ) − V
𝜋
(ℎ)

��� ≤ 𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 + 𝛾𝐾V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
1 − 𝛾

which finally concludes the proof. □

B.4 Representation Quality Bound
We start by showing that the optimal latent value function is Lipschitz continuous in the latent belief space. Coupled with Theorem B.1, this

result allows to show that whenever two pairs of histories are encoded to close representations, their values (i.e., the return obtained from that
history points) are guaranteed to be close as well whenever the losses introduced in Sec. 3.2 are minimized and go to zero.

Lemma B.8. The optimal latent value function, given by max𝜋∗ V
𝜋∗

(
𝑏

)
= V

∗
(
𝑏

)
for any belief 𝑏 ∈ B, is R★/1−𝛾-Lipschitz as the temperature

parameter of the WAE-MDP _ goes to 0.

Proof. To prove this claim, we consider the dynamic programming value sequence V𝑛 (𝑠) = max𝑎∈A 𝑄𝑛 (𝑠, 𝑎) so that 𝑄
𝑛+1

(𝑠, 𝑎) =

R(𝑠, 𝑎) + E𝑠′∼P( · |𝑠,𝑎)
[
𝛾 max𝑎′∈A 𝑄𝑛 (𝑠 ′, 𝑎′)

]
, proven to converge to V

∗ (𝑠) as 𝑛 → ∞ (e.g., [37]), for any initial q-value 𝑄∗
0
(𝑠, 𝑎) ∈ R, and

MDPM with state and action spaces S and A. We show by recursion that all sequences of such latent values for the latent belief MDPMB
are all 𝐾𝑛-Lipchitz, for any 𝑛 ≥ 0 and some 𝐾𝑛 ≥ 0. We further prove that lim𝑛→∞ 𝐾𝑛 = R★

1−𝛾 . Set 𝑄0

(
𝑏, 𝑎

)
= 0 for all 𝑏 ∈ B, clearly 𝐾0 = 0.

Assume now that 𝐾𝑛 = sup
𝑎∈A,𝑏1≠𝑏2

���𝑄𝑛

(
𝑏1,𝑎

)
−𝑄𝑛

(
𝑏2,𝑎

)���
W ¯𝑑

(
𝑏1,𝑏2

) . Then, we have

𝐾𝑛+1 = sup

𝑎∈A,𝑏1≠𝑏2

���𝑄𝑛+1

(
𝑏1, 𝑎

)
−𝑄𝑛+1

(
𝑏2, 𝑎

)���
W¯𝑑

(
𝑏1, 𝑏2

)

≤ sup

𝑎∈A,𝑏1≠𝑏2

���RB

(
𝑏1, 𝑎

)
− RB

(
𝑏2, 𝑎

)���
W¯𝑑

(
𝑏1, 𝑏2

) + 𝛾 · sup

𝑎∈A,𝑏1≠𝑏2

�����E𝑏′∼PB (
· |𝑏1,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)
− E

𝑏′∼PB
(
· |𝑏2,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)�����
W¯𝑑

(
𝑏1, 𝑏2

) (triangular inequality)

Now, observe that

���RB

(
𝑏1, 𝑎

)
− RB

(
𝑏2, 𝑎

)��� = ���E
𝑠∼𝑏1

R\ (𝑠, 𝑎) − E𝑠∼𝑏2

R\ (𝑠, 𝑎)
��� ≤ R★W¯𝑑

(
𝑏1, 𝑏2

)
as _ → 0 (see Property B.6). Therefore,

sup

𝑎∈A,𝑏1≠𝑏2

���RB

(
𝑏1, 𝑎

)
− RB

(
𝑏2, 𝑎

)���
W¯𝑑

(
𝑏1, 𝑏2

) + 𝛾 · sup

𝑎∈A,𝑏1≠𝑏2

�����E𝑏′∼PB (
· |𝑏1,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)
− E

𝑏′∼PB
(
· |𝑏2,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)�����
W¯𝑑

(
𝑏1, 𝑏2

)

≤R★ + 𝛾 · sup

𝑎∈A,𝑏1≠𝑏2

�����E𝑏′∼PB (
· |𝑏1,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)
− E

𝑏′∼PB
(
· |𝑏2,𝑎

) 𝑄𝑛 (
𝑏 ′, 𝑎

)�����
W¯𝑑

(
𝑏1, 𝑏2

)
≤R★ + 𝛾𝐾𝑛 · sup

𝑎∈A,𝑏1≠𝑏2

W¯𝑑

(
PB

(
· | 𝑏1, 𝑎

)
, PB

(
· | 𝑏2, 𝑎

))
W¯𝑑

(
𝑏1, 𝑏2

) (by induction, 𝑄𝑛 is 𝐾𝑛-Lipschitz and by Prop. B.6)

By definition,

W¯𝑑

(
PB

(
· | 𝑏1, 𝑎

)
, PB

(
· | 𝑏2, 𝑎

))
= sup

𝑓 ∈F1

¯𝑑

������� E𝑠∼𝑏1

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

E
𝑠′∼𝜏

(
𝑏1,𝑎,𝑜

′
) 𝑓 (𝑠 ′) − E

𝑠∼𝑏2

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

E
𝑠′∼𝜏

(
𝑏2,𝑎,𝑜

′
) 𝑓 (𝑠 ′)

������� (12)
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Let 𝑓 ★ be the 1-Lipschitz function that meets the supremum of Eq. 12 and define the next 1-Lipschitz belief operator T : B → F 1

¯𝑑
as

T
(
𝑏

)
= E
𝑠∼𝑏

E
𝑠′∼P\ ( · |𝑠,𝑎)

E
𝑜′∼O\ ( · |𝑠′)

E
𝑠′∼𝜏

(
𝑏,𝑎,𝑜′

) 𝑓 ★ (
𝑠 ′

)
.

Therefore, the Wasserstein distance between the two latent belief transition functions can be rewritten as:

W¯𝑑

(
PB

(
· | 𝑏1, 𝑎

)
, PB

(
· | 𝑏2, 𝑎

))
=

������ E𝑏∼𝛿
𝑏

1

T
(
𝑏

)
− E
𝑏∼𝛿

𝑏
2

T
(
𝑏

)������
≤WW ¯𝑑

(
𝛿
𝑏1

, 𝛿
𝑏2

)
(since T is 1-Lipschitz)

=W¯𝑑

(
𝑏1, 𝑏2

)
.

Back to our induction proof, we have

𝐾𝑛+1 ≤R★ + 𝛾𝐾𝑛 · sup

𝑎∈A,𝑏1≠𝑏2

W¯𝑑

(
PB

(
· | 𝑏1, 𝑎

)
, PB

(
· | 𝑏2, 𝑎

))
W¯𝑑

(
𝑏1, 𝑏2

)
≤R★ + 𝛾𝐾𝑛 · sup

𝑎∈A,𝑏1≠𝑏2

W¯𝑑

(
𝑏1, 𝑏2

)
W¯𝑑

(
𝑏1, 𝑏2

)
≤R★ + 𝛾𝐾𝑛

≤
𝑛−1∑︁
𝑖=0

(𝛾)𝑖R★ + 𝛾𝑛𝐾0

=

𝑛−1∑︁
𝑖=0

𝛾𝑖R★

We are thus left with a geometric serie that converges to
R★

1−𝛾 = 𝐾
V
as 𝑛 goes to ∞. To conclude, we thus have

���V∗
(
𝑏1

)
− V

∗
(
𝑏2

)��� ≤
𝐾

V
W¯𝑑

(
𝑏1, 𝑏2

)
for any 𝑏1, 𝑏2 ∈ B. □

Theorem B.9. Let 𝜋∗ be the optimal policy of the POMDP P\ , then for any couple of histories ℎ1, ℎ2 ∈ (A · Ω)∗ mapped to latent beliefs
through 𝜑∗] (ℎ1) = 𝑏1 and 𝜑∗] (ℎ2) = 𝑏2, the belief representation induced by 𝜑] yields:

��
V
𝜋∗ (ℎ1) − V

𝜋∗ (ℎ2)
�� ≤ 𝐾

V
W¯𝑑

(
𝑏1, 𝑏2

)
+
𝐿R + 𝐿𝜑

R
+

(
𝐾

V
+ R★

)
𝐿𝜏 + 𝛾𝐾V

·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿O

)
1 − 𝛾

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)

when the WAE-MDP temperature _ goes to 0.

Proof. First, observe that for any history ℎ ∈ (A · Ω)∗,
���V
𝜋∗ (ℎ) − V

𝜋∗ (ℎ)
��� ≤ H−1

𝜋
(ℎ) · Eℎ′∼H𝜋

���V
𝜋∗ (ℎ′) − V

𝜋∗ (ℎ′)
��� (cf. [15]). Therefore,

we have: ��
V
𝜋∗ (ℎ1) − V

𝜋∗ (ℎ2)
��

=

���V𝜋∗ (ℎ1) − V
𝜋∗ (ℎ1) + V

𝜋∗ (ℎ1) − V
𝜋∗ (ℎ2) + V

𝜋∗ (ℎ2) − V
𝜋∗ (ℎ2)

���
≤

���V𝜋∗ (ℎ1) − V
𝜋∗ (ℎ1)

��� + ���V𝜋∗ (ℎ1) − V
𝜋∗ (ℎ2)

��� + ���V𝜋∗ (ℎ2) − V
𝜋∗ (ℎ2)

��� (triangular inequality)

≤H−1

𝜋
(ℎ1) E

ℎ∼H𝜋

���V𝜋∗ (ℎ) − V
𝜋∗ (ℎ)

��� + ���V𝜋∗ (ℎ1) − V
𝜋∗ (ℎ2)

��� + H−1

𝜋
(ℎ2) E

ℎ∼H𝜋

���V𝜋∗ (ℎ) − V
𝜋∗ (ℎ)

���
≤

���V𝜋∗ (ℎ1) − V
𝜋∗ (ℎ2)

��� + 𝐿R + 𝐿𝜑
R
+ R★

𝐿𝜏 + 𝛾𝐾V
·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
1 − 𝛾

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)

(Thm 3.3)
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Define the Bellman operator B : (A · Ω)∗ × S, ⟨ℎ, 𝑠⟩ ↦→ E𝑎∼𝜋∗ ( · |𝜑∗
] (ℎ))

[
R(𝑠, 𝑎) + 𝛾 · E𝑠′∼P( · |𝑠,𝑎) E𝑜′∼O( · |𝑠′) V

𝜋∗ (ℎ · 𝑎 · 𝑜 ′)
]
, then���V𝜋∗ (ℎ1) − V

𝜋∗ (ℎ2)
���

=

����� E
𝑠∼𝜏∗ (ℎ1)

B(ℎ1, 𝑠) − E
𝑠∼𝜏∗ (ℎ2)

B(ℎ2, 𝑠)
�����

≤
����� E
𝑠∼𝜏∗ (ℎ1)

B(ℎ1, 𝑠) − E
𝑠∼𝜑∗

] (ℎ1)
B(ℎ1, 𝑠)

����� +
����� E
𝑠∼𝜑∗

] (ℎ1)
B(ℎ1, 𝑠) − E

𝑠∼𝜑∗
] (ℎ2)

B(ℎ2, 𝑠)
����� +

����� E
𝑠∼𝜏∗ (ℎ2)

B(ℎ2, 𝑠) − E
𝑠∼𝜑∗

] (ℎ2)
B(ℎ2, 𝑠)

�����
(triangular inequality)

≤
����� E
𝑠∼𝜏∗ (ℎ1)

B(ℎ1, 𝑠) − E
𝑠∼𝜑∗

] (ℎ1)
B(ℎ1, 𝑠)

����� + ���V∗
(
𝑏1

)
− V

∗
(
𝑏2

)��� + ����� E
𝑠∼𝜏∗ (ℎ2)

B(ℎ2, 𝑠) − E
𝑠∼𝜑∗

] (ℎ2)
B(ℎ2, 𝑠)

�����
≤𝐾

V

(
W¯𝑑

(
𝜏∗ (ℎ1), 𝜑∗] (ℎ1)

)
+W¯𝑑

(
𝜏∗ (ℎ2), 𝜑∗] (ℎ2)

) )
+

���V∗
(
𝑏1

)
− V

∗
(
𝑏2

)��� (as _ → 0, by Lem. B.7)

≤𝐾
V

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)
E

ℎ∼H𝜋∗
W¯𝑑

(
𝜏∗ (ℎ), 𝜑∗] (ℎ)

)
+

���V∗
(
𝑏1

)
− V

∗
(
𝑏2

)���
≤𝐾

V

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)
𝐿𝜏 +

���V∗
(
𝑏1

)
− V

∗
(
𝑏2

)��� (by definition of 𝐿𝜏 , Eq. 7)

≤𝐾
V

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)
𝐿𝜏 + 𝐾V

W¯𝑑

(
𝑏1, 𝑏2

)
(Lem. B.8)

Putting all together, we have:

��
V
𝜋∗ (ℎ1) − V

𝜋∗ (ℎ2)
�� ≤ 𝐾

V
W¯𝑑

(
𝑏1, 𝑏2

)
+

𝐿R + 𝐿𝜑
R
+

(
(1 − 𝛾)𝐾

V
+ R★

)
𝐿𝜏 + 𝛾𝐾V

·
(
𝐿P + 𝐿

𝜑

P
+ 𝐿𝜏 + 𝐿O

)
1 − 𝛾

(
H−1

𝜋∗ (ℎ1) + H−1

𝜋∗ (ℎ2)
)
□

https://alaworkshop2023.github.io/

	Abstract
	1 Introduction
	2 Background
	2.1 Probability Distributions
	2.2 Decision Making under Uncertainty
	2.3 Latent Space Modeling

	3 Learning the dynamics
	3.1 The Latent POMDP Encoding
	3.2 Losses and Theoretical Guarantees

	4 Learning to Believe
	5 Experiments
	6 Related Work
	7 Conclusion
	References
	A Proof of Lemma 3.2: stationarity over histories
	A.1 Preliminaries
	A.2 History Unfolding
	A.3 Existence of a Stationary Distribution over Histories

	B Value Difference Bound
	B.1 Value Functions
	B.2 Warm Up: Some Wasserstein Properties
	B.3 Value Difference Bounds: Time to Raise your Expectations
	B.4 Representation Quality Bound


