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ABSTRACT
During floods, access to real-time ground information is of critical
importance for disaster response teams. Unmanned Aerial Vehicles
(UAVs) can be quickly deployed in such disaster scenarios for gaug-
ing the ground situation. In this paper, we present a decentralized
multi-UAV control algorithm based on deep reinforcement learning
for flood area coverage. The UAVs are tasked to access the risk
levels of the flooded regions and autonomously distribute them-
selves in order to gather ground information from flood areas in a
time-sensitive manner. The task is time-sensitive due to the limited
battery of the UAVs and the human lives at risk. In our proposed
approach, we follow the paradigm of decentralized training and de-
centralized execution with opportunistic communication wherein
each UAV makes individual decisions based on the information
captured locally and the information received via intermittent com-
munication with other UAVs. Further, to learn the best-performing
control policy, a flood-water flow estimation algorithm called D8
is employed. With D8, we utilize the domain knowledge to gen-
erate better exploration strategies for boosting the initial policy
gradients in the right direction. Experiments are performed over
real-world inspired simulated flood environments. The proposed
decentralized multi-UAV control model, dec-DQNC8, is compared
with other prevalent techniques from the literature. The results
highlight the significance of the proposed model as it outperforms
other techniques and moreover, has the optimal performance when
evaluated over a test environment.
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1 INTRODUCTION
Access to ground information during any form of natural disas-
ter is of paramount importance for planning rescue and response
missions. In recent times, UnmannedAerial Vehicles (UAVs) have be-
come a potential platform to gather ground information by perform-
ing area coverage. UAVs’ quick deployment and multi-functional
capabilities, such as reconnaissance, aerial data imaging, remote
sensing, tracking and coverage, aerial delivery, etc. [29], have led
to their use in myriad of real-world applications. However, there
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has been limited use of multi-UAV systems for autonomous area
coverage applications during natural disasters. In this paper, we
consider the decentralized deployment of multiple UAVs having a
limited battery life for gathering ground information during a flood
disaster. Deploying a decentralized multi-UAV system is non-trivial
due to the challenges related to the stochasticity of the environment,
autonomous handling of the UAVs trajectories, lack of information
sharing and communication, and the limited energy of UAVs among
others [5, 6, 25].

The decentralized multi-UAV based area coverage can be formu-
lated as a decentralized partially-observable MDP (dec-POMDP)
[26]. In literature, various researchers have attempted to solve the
dec-POMDP using the model-free multi-agent reinforcement learn-
ing (MARL) approaches [9]. RL algorithms [30] address the problem
of learning autonomous controls by interacting with the environ-
ment in a trial-and-error fashion. However, simple RL techniques
(usually tabular methods such as Q-Learning), have limited applica-
bility when it comes to large state space problems. To learn control
policies in environments with huge state spaces, Deep Reinforce-
ment Learning (DRL) [24] methods have shown good performances
in recent times. DRL uses deep neural network based non-linear
function approximators to capture the complexities of the state-
space without explicitly specifying the state features. DRL has
been used in a multitude of works to learn control policies for
autonomous UAVs to perform the desired task(s). In [6], authors
discuss a detailed review of DRL methods and their applicability
for learning autonomous control of UAVs without any human in-
tervention. In [11], we presented a centralized algorithm D8DQN
for a multi-UAV area coverage problem highlighting the impact of
domain knowledge on RL policy learning.

As discussed, the majority of the prominent work done in the
field of multi-agent reinforcement learning (MARL) considers some
form of centralized entity to make individual agents learn from
global knowledge of the environment [8, 13, 17, 20]. The global
information is captured from each agent and stored in a central-
ized unit. However, in real-world settings, deploying a centralized
system to train a multi-UAV policy during natural disasters is not
practical as usually the data captured by each UAV is distributed
over the environment. Further, the location of the centralized entity
should be known by the UAVs at all times and they need to have
bi-directional communication with the central server irrespective
of their distances. This is usually impractical to achieve where the
environment is large, dynamic and stochastic [10].

Hence, various researchers have attempted to solve dec-POMDP
problems using decentralized DRL approaches [18, 19, 22, 33]. How-
ever, the problem of learning a decentralized multi-UAV policy
using DRL approaches has received very limited attention in the
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literature. In this paper, we propose a DRL based decentralized
multi-UAV system to operate in a highly dynamic flood environ-
ment for performing autonomous area coverage tasks. The objective
here is to gather critical ground information of a flooded area using
multiple autonomous UAVs with limited energy for relief and evac-
uation purposes. We further employ a domain-knowledge based
estimator to provide directed explorations to the multi-UAV system
during the initial phase of policy learning. In addition, we consider
limited communication among the UAVs to exchange their expe-
rience in order to improve the local UAV policies. This helps the
UAVs to learn about other UAVs and their observation histories and
motivates them to have segregated trajectories.

The key contribution of this paper include:

(1) A decentralized multi-UAV control policy utilizing domain
knowledge to perform autonomous area coverage tasks dur-
ing floods.

(2) Sharing experiences among UAVs using opportunistic com-
munication based on their current energy and inter-UAV
separation.

(3) Introducing coverage maps to generate non-overlapping
UAV trajectories to maximize the coverage of unobserved
locations.

(4) Real-world dynamics, such as surface elevation levels and
flood water rise magnitude are incorporated into the simu-
lated environment for better practical sense.

2 RELATEDWORK
In related literature twomajor techniques are highlighted to achieve
cooperation among the UAVs in a multi-agent setting, one being
the use of a centralized entity [25, 28, 35] and the other being par-
tially or fully decentralized systems [18, 19, 22, 33]. For any form of
cooperation, it’s important to have some form of communication
such that the agents are aware of the state and/or actions of other
agents so as to perform the most appropriate action that leads to
the highest global reward. Many previous studies have attempted
to learn multi-UAV policies using a centralized entity so as to make
the UAVs aware of the global state and perform the desired task(s).
As in [25], the authors propose a mathematical optimisation model
based on particle swarm optimisation (PSO) to effectively capture
maximum images of the impacted region. This study considers a
known environment and assumes centralized association among
multiple UAVs to address the maximum area coverage challenge
in a cooperative manner. Another study on area coverage is dis-
cussed in [35], where the authors assumed that a leader UAV has
the knowledge of the global state and other UAVs in the system can
communicate with its neighbour. After each UAV is aware of the
global state, cooperative actions are executed. This task was formu-
lated as a quadratic programming problem and was solved using the
Sequential Quadratic Programming (SQP) algorithm. In [31], the
authors proposed a distributed PSO model to perform exploration
of a disaster area using UAVs. There is no central node considered
in this distributed approach, but the UAVs are able to share their
local information with other UAVs that are in their vicinity.

However, it’s difficult to achieve desirable policies with relatively
simpler techniques such as iterative methods (SQP) and heuristic
models (PSO) especially when the environment is dynamic. Also,

centralized systems are difficult to deploy as the agents are usu-
ally distributed over the environment and sometimes it’s infeasi-
ble to keep all the agents connected to a centralized entity via a
bi-direction communication link. Recent studies have proposed
decentralized RL systems to cope with the impracticality of cen-
tralized entities to learn multi-UAVs controls via interacting with
the environment in a trial-and-error fashion. In [7], authors em-
ployed a DRL technique known as Deep Q-Networks (DQN) for
trajectory planning of multiple UAVs for flood monitoring tasks.
It was assumed that UAVs have infinite battery life and a UAV is
able to gather information related to the heading angle and bank
angle of other UAVs, however, no communication protocol was
employed. In another recent study [36], authors discussed the idea
of multi-UAV based content coverage for ground users. The con-
straint of limited battery and caching storage of the UAVs is also
addressed in [36] along with the coupled trajectory planning of
the UAVs. A decentralized energy-efficient multi-UAV trajectory
planning algorithm is proposed using the Q-learning approach. In
[34], authors presented an overview of theories and algorithms for
MARL models, highlighting the theoretical results of MARL algo-
rithms with the types of tasks they address, i.e., fully cooperative,
fully competitive, and a mix of the two. Further, the taxonomies of
the MARL theory were discussed w.r.t. decentralized systems with
networked agents, the convergence of policy-based methods and
learning in extensive-form games.

However, none of these works make use of domain knowledge
to learn the RL policy which we address in this paper. We provide
a DRL specific solution to learn multi-UAV controls tasked to per-
form area coverage of flooded regions. Constraints regarding UAVs’
limited energy and range specific communication among the UAVs
are other key components of this paper.

3 PRELIMINARIES
In this section, we discuss the flood environment along with its
features. Furthermore, we present the underlying idea behind the
working of the D8 algorithm that utilizes the domain knowledge
to generate action estimates for UAVs and provides an improved
exploration strategy.

3.1 Environment Description
Here, we formally describe the flood environment used for mod-
elling the multi-UAV area coverage. The environment is considered
as a 2D terrain divided into 𝑛 ×𝑚 number of cells of equal size.
The dimension of a cell is equal to the Field of View (FoV) of the
UAV. The FoV of a UAV is a rectangular area captured by the UAV’s
ventral camera and its dimension depends on the UAV’s altitude
and camera angles. Real-world elevation information of the ter-
rain’s surface is collected using the Topographic map tool [4] and
is incorporated while rendering the environment.

To simulate flood, a 2D water mask is overlayed over the terrain
layer. The dynamics of flood water are defined using two param-
eters, namely, water flow rate 𝑓𝑟𝑎𝑡𝑒 and water level𝑤𝑙 . Note that
the change in 𝑤𝑙 as detected from the images captured from the
FoV of the UAV is negligible corresponding to the altitude of the
UAV. Each cell in the environment also contains information on the



human population density that is mapped using the Flood Mapping
tool [1]. We define a risk levelU𝑐
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where, 𝑝𝑐
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3.2 The D8 Flow Estimation
The D8 technique [15] generates water flow directions based on the
estimation of water discharge directions. D8 estimates the cell with
the largest water accumulation in the cell’s neighbourhood under
a UAV’s observation. It utilizes the surface elevation information
corresponding to the cells to provide a flow direction estimate. In
the considered scenario, the input to the D8 model is the state of
the UAV containing the elevation and the water level information
of the current and neighbouring cells (8 adjacent neighbours).

The output of the D8 algorithm is a flow direction corresponding
to each cell that helps in realizing a better exploration policy for
our proposed model. The cell with the highest water accumulation
as given by Equation 2 is calculated by analyzing the discharge of
water at each cell, derived by applying Manning’s equation [16].
The hydrological model for flowing water is based on the Saint
Venant conditions [12] (for more details see [11, 12, 16]).
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where, [𝑖𝑐 is the cell occupied by a UAV [𝑖 at time 𝑡 . 𝑐[𝑖𝑛 denotes
the neighbouring cells to [𝑖𝑐 from the set 𝑛 of 8 possible neighbours.
𝐿
[𝑖𝑐
𝑡 denotes the cell with the lowest relative water discharge in the
neighbourhood of [𝑖𝑐 .𝑀

[𝑖𝑐
𝑡+Δ𝑡 calculates the water discharge for the

cell 𝑐 that is currently under the observation of UAV [𝑖 . 𝜑 denotes
the Manning roughness coefficient.𝑤[𝑖𝑐

𝑡 depicts the water depth at
cell 𝑐 at time 𝑡 .

The cell with the lowest water discharge is usually the one with
the highest water accumulation which puts it relatively at a higher
risk than others. Once we have identified a neighbouring cell with
the lowest water discharge using D8, this information is used to
generate an exploration action for the UAV to move in the estimated
flow direction. There lies an exception where the UAV[𝑖 may decide
to hover over the same cell when cell [𝑖𝑐 itself is the one with the
highest water accumulation.

Equation 4 denotes the exploration action given by D8 flow
estimation technique:

𝑎
[𝑖𝑐
𝐷8𝑡 =𝑊 (𝐿[𝑖𝑐𝑡 , [𝑖𝑐 ) (4)

where 𝑎[𝑖𝑐
𝐷8𝑡 represents the action of a UAV [𝑖 based on the D8

flow algorithm. The function𝑊 (., .) maps the appropriate action
from the feasible action set 𝐴[𝑖 (see Section 4).

4 PROPOSED METHOD:DEC-DQNC8
In this section, we define the dec-POMDP problem that is consid-
ered in this paper. Having a system of 𝑛 UAVs: 𝑁 ; {[𝑖 |𝑖 = 1, 2, ..., 𝑛},
the objective is to capture as many critical regions (of higher risk
levels) as possible by performing decentralized area coverage un-
der the constraint of limited batteries of the UAVs with minimum
overlapping of UAV trajectories.

The flood environment is partially observable as each UAV is only
able to perceive its local surroundings and the information com-
municated by other UAVs (via opportunistic communication) and
is unaware of the global state. For our multi-UAV system, the dec-
POMDP is given by a tuple < 𝑁, 𝑆, {𝐴[𝑖 }, 𝑃𝑇 , {𝑂[𝑖 }, {𝑅[𝑖 }, 𝑃𝑂 ,H >

where 𝑁 is the set of UAVs and 𝑆 denotes a finite set of hidden
states. 𝐴[𝑖 = {𝑁, 𝑆, 𝐸,𝑊 , 𝑁𝐸, 𝑁𝑊 , 𝑆𝐸, 𝑆𝑊 ,ℎ𝑜𝑣𝑒𝑟, ℎ𝑜𝑣𝑒𝑟 + 𝑐𝑜𝑚𝑚}
(comm is the abbreviation for communication) is the finite action
set. 𝑃𝑇 is the state transition probability that provide the distri-
bution 𝑃𝑇 (𝑠𝑡+1 |𝑠𝑡 , 𝑎𝑡 ) of transitioning to the next state 𝑠𝑡+1 given
the current state 𝑠𝑡 and joint action 𝑎𝑡 = {𝑎[1 , 𝑎[2 , ..., 𝑎[𝑛 } ∈ A. A
is the joint action space of all the UAVs. 𝑂[𝑖 = {𝑜[𝑖1 , 𝑜

[𝑖
2 , ...} is the

finite observation set for each UAV [𝑖 , where a single observation
is represented as:

𝑜
[𝑖
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where 𝑝𝑐
𝑙𝑥,𝑦

corresponds to the human population density level
of cell 𝑐 and 𝑒𝑐𝑥,𝑦 corresponds to the terrain elevation. L𝑐 is the
water level at the sensed location 𝑐 . The 𝑘1, 𝑘2 ∈ {−1, 0, 1} set
represents the elevations and human population density levels of
the neighbouring 8 cells of 𝑐 . 𝑃𝑂 is the observation probability
given the conditional probability 𝑃𝑂 (𝑜𝑡+1 |𝑠𝑡+1, 𝑎𝑡 ). Set 𝑅[𝑖 defines
the accumulated rewards earned by each UAV ∀ 𝑖 ∈ 𝑁 present in
the system. We use H to indicate a decision horizon.

At each time-step 𝑡 , the UAV takes an action 𝑎[𝑖 based on its
local observation history 𝑜[𝑖[1:𝑡 ] and receives the next observation
𝑜
[𝑖
𝑡+1 and rewards 𝑅[𝑖𝑡 from the environment. As the complete state
of the environment is unknown to the UAV, the observation history
is useful in realizing a local policy 𝜋[𝑖 . So, 𝜋[𝑖 can be defined as
the mapping from local histories to agent-specific actions and the
joint policy Π : {𝜋[𝑖 , 𝜋[𝑖 , ..., 𝜋[𝑁 } is the set of local policies corre-
sponding to each agent [𝑖 ∈ 𝑁 .

Collision Avoidance: Further, to implement the protocol for colli-
sion avoidance among the UAVs, an overlapping constraint (OC) is
defined to discourage the UAVs from getting into the collision-prone
range of each other. The overlapping constraint is given as:

OC𝑡 ([𝑖 , [ 𝑗 ) =
{
1 𝑖 𝑓 𝑑

[𝑖 ,[ 𝑗

𝑡 ≤ 𝑇𝑐 ∀ [𝑖 , [ 𝑗 ∈ 𝑁

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(5)

where, 𝑑[𝑖 ,[ 𝑗

𝑡 is the observed Euclidean distance between the
two UAVs (in square meters). 𝑇𝑐 is the threshold distance below
which the UAVs are prone to collision. A penalty is imposed on the
UAV when its action leads it into a collision prone range with other
UAV(s). The collision prone areas are calculated in reference to the
coverage maps (𝐶𝑀’s) communicated among the UAVs (discussed
in section 4.4). As we are predicting future locations of the UAVs
based on their 𝐶𝑀’s, a UAV analyzes a static path foreseeing a



possible collision course with other UAVs (the ones with which it
has communicated).

UAV Energy Model: A UAV requires energy for various manoeu-
vres such as take-off, hovering and flying in addition to the energy
required for transmission. Authors in [32] derived an analytical
model for propulsion power consumption W of quadrotor UAVs
moving/flying at a speed of V . In [37], authors discuss the energy
required to realize the communication transmission between UAVs.
Adopting the energy consumption model from [32] and [37], a
UAV’s energy _𝑡 at any given time 𝑡 can be derived as:

_𝑡 = _𝑡−1 − _{ℎ𝑜𝑣𝑒𝑟,𝑚𝑜𝑣𝑖𝑛𝑔,𝑐𝑜𝑚𝑚} (6)

_𝑚𝑜𝑣𝑖𝑛𝑔 =W(V) × T𝑚𝑜𝑣𝑖𝑛𝑔 (7)
where T𝑚𝑜𝑣𝑖𝑛𝑔 is the number of time-steps during which the

UAV is in motion.

_ℎ𝑜𝑣𝑒𝑟 =W(0) × Tℎ𝑜𝑣𝑒𝑟 (8)
where Tℎ𝑜𝑣𝑒𝑟 is the number of time-steps during which the UAV

hovers.

_𝑐𝑜𝑚𝑚 = Ω × T𝑐𝑜𝑚𝑚 (9)
where Ω is the transmission power of the UAV and T𝑐𝑜𝑚𝑚 is the

number of time-steps during which the UAV is transmitting data.
Energy is not part of the reward formulation as the objective

is focused on coverage only, however, it plays a crucial role by
affecting the episode length/UAV flight time. It limits the UAV ac-
tions based on the current energy level of the UAV. For example, if
_
[𝑖
𝑡 < _𝑐𝑜𝑚𝑚 the UAV [𝑖 cannot perform communication anymore,
similarly for other actions {ℎ𝑜𝑣𝑒𝑟,𝑚𝑜𝑣𝑖𝑛𝑔}.

4.1 The Value and Reward Functions
The objective of the multi-UAV system is to find the optimal joint
policy (Π) that achieves maximum cumulative rewards in the long
run. The state-action value function 𝑄Π (𝑠𝑡 , 𝑎𝑡 ) under the policy Π
defines the long-term desirability of an action in a particular state,
given as

𝑄Π (𝑠𝑡 , 𝑎𝑡 ) = E𝑎𝑡∼Π

[
H∑︁
𝑘=0

𝛾𝑘𝑅𝑡+𝑘+1 |𝑠𝑡 , 𝑎𝑡

]
(10)

where 0 ≥ 𝛾 < 1 is the discount factor (used to maintain finite
sum over the infinite horizon).

In the considered scenario, as the agents are unaware of the
global state, the Q-value is defined in terms of the global expected
utility as the sum of the local utilities of each UAV.

𝑄 (𝑂𝑁
𝑡 , 𝑎𝑡 ) =

∑︁
[𝑖 ,[ 𝑗 ∈𝑁

𝑄[𝑖 (𝑜[𝑖[1:𝑡 ] , 𝑎
[𝑖
𝑡 , 𝑎

[ 𝑗

𝑡 ) (11)

where 𝑂𝑁
𝑡 is the joint observation set at time 𝑡 , 𝑎𝑡 is the joint

action. 𝑜[𝑖[1:𝑡 ] is the local observation history of UAV [𝑖 up until

time 𝑡 . 𝑎[𝑖𝑡 corresponds to the local action of 𝑖𝑡ℎ UAV at time 𝑡 and
𝑎
[ 𝑗

𝑡 denotes the action of agents ([ 𝑗 ∈ 𝑁 ) that interacted with the

UAV [𝑖 at time 𝑡 (a UAV can communicate with only a single UAV
at any given time).

The formulation of the proposed reward function is based on the
information gained by the UAV from the environment. The other
parameter is whether the UAV communicating or not and whether
it’s on a collision course with another UAV or not. The information
gain is a quantitative measure that defines the importance of the
cell 𝑐 captured by the UAV. Higher the risk level of a cell, higher is
the information gain. Hence the information gain (𝐼[𝑖𝑐 ) from a cell
𝑐 as observed by a UAV [𝑖 is given as:

𝐼
[𝑖
𝑐 =

U𝑐
𝑙

U𝑚𝑎𝑥
𝑙

(12)

whereU𝑐
𝑙
is the risk level of cell 𝑐 andU𝑚𝑎𝑥

𝑙
is the maximum

possible risk level. The reward 𝑅[𝑖𝑡 corresponding to an individual
UAV [𝑖 at time 𝑡 is calculated as:

𝑅
[𝑖
𝑡 (𝑠[𝑖𝑡 , 𝑎

[𝑖
𝑡 , 𝑠

[𝑖
𝑡+1) = 𝐼

[𝑖
𝑐 +𝐶[𝑖

𝑐 − 𝛼𝑡 ([𝑖 , [ 𝑗 ) .OC𝑡 ([𝑖 , [ 𝑗 )
∀ [ 𝑗 ∈ 𝑁, 𝑗 ≠ 𝑖

(13)

where𝐶[𝑖
𝑐 is a positive scalar incentive given to [𝑖 provided that

it is successfully able to build a communication link with another
UAV at time 𝑡 . 𝛼𝑡 (., .) is a function that outputs a scalar penalty
when a UAV [𝑖 ’s action leads it into a collision-prone range. Penalty
corresponding to function 𝛼 (., .) is greater than 𝐶[𝑖

𝑐 as we do not
prioritize UAV communication at the cost of a collision. Function
(OC) denotes whether two UAVs are within the collision range or
not (the communication range is greater than the collision range).

4.2 Action Selection
In the standard DQN model [24], the action selection is based on
the 𝜖-greedy strategy. As initially, the environment is completely
unknown, random actions are performed to explore the value of
different actions from various states. In later stages of training, the
agent exploits the already gathered information to perform the
given task in an optimal manner. However, random exploration
can lead to a sub-optimal policy as it is the least efficient explo-
ration method when it comes to limited energy models [23]. In our
proposed approach nicknamed dec-DQNC8, we opt for a better
exploration strategy based on the D8 flow estimation algorithm.
The employed action selection strategy (for more details see [11])
is given as:

𝑎
[𝑖
𝑡 =


𝑎𝑟𝑔𝑚𝑎𝑥

𝑎′
𝑄 (𝑜[𝑖[1:𝑡 ] , 𝑎

′) 1 − (𝜖1 + 𝜖2) 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦

𝑎
[𝑖𝑐
𝐷8𝑡 𝜖2 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦

𝑟𝑎𝑛𝑑𝑜𝑚 𝑎𝑐𝑡𝑖𝑜𝑛 𝜖1 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦

(14)

where, 0 ≤ 𝜖1, 𝜖2 ≤ 0.5
[𝑖 denotes the 𝑖𝑡ℎ UAV and 𝑎′ denotes the action given by the

target network of DQN. 𝑎[𝑖𝑐
𝐷8𝑡 denotes the action based on D8 flow

estimation algorithm. 𝑜[𝑖[1:𝑡 ] is the local observation history of UAV
[𝑖 up until time 𝑡 . UAV’s action (𝑎[𝑖𝑡 ) is subjected to its available
energy (refer section 4). The proposed dec-DQNC8 is depicted in
Algorithm 1. As can be noted from line number 1-3, We randomly
initialized the system related hyperparameters and the network



weights. Next, within each episode, the observations of each UAV
w.r.t. the captured image of the environment is recorded andmarked
in individual coverage maps (refer to line number 4-6). Then an
action is performed by the UAV(s) based on its current action policy,
as depicted in line number 8. Later, when enough experience is
gathered by local movements and experience gained from commu-
nication, the policy network is updated by minimizing the loss and
shifting the gradient in the correct direction (refer to line number
11-18).

Algorithm 1: Proposed dec-DQNC8 Algorithm
1 Input: 𝑛, Ω, 𝑓𝑐 , V, 𝛾 [1]
2 Initialize action value function 𝑄[𝑖 with random weights

\[𝑖 for each agent 𝑖 ∈ 𝑁

3 Initialize target action value function �̂�[𝑖 with weights
\− = \[𝑖 for each agent 𝑖 ∈ 𝑁

4 for UAV = [𝑖 , [ 𝑗 , ..., [𝑁 do
5 for episode=1,2,... do

6 Load initial observation 𝑜[𝑖 and coverage map𝑚[𝑖

7 while 𝑡 ≤ max_time_step and
_𝑡 > _{ℎ𝑜𝑣𝑒𝑟,𝑚𝑜𝑣𝑖𝑛𝑔,𝑐𝑜𝑚𝑚} do

8 Select action 𝑎[𝑖𝑡 as given in Equation 14, Section
4.2

9 Decay UAV’s energy as given in Equation 6,
Section 4

10 UAV [𝑖 makes the next observation 𝑜[𝑖
𝑡+1 and

receives reward 𝑅[𝑖𝑡 from the environment.

11 Store transition < 𝑜
[𝑖
𝑡 , 𝑎

[𝑖
𝑡 , 𝑅

[𝑖
𝑡 , 𝑜

[𝑖
𝑡+1 > in replay

bufferZ[𝑖

12 if 𝑎[𝑖𝑡 == ℎ𝑜𝑣𝑒𝑟 + 𝑐𝑜𝑚𝑚 then
13 Z[𝑖 .𝑎𝑝𝑝𝑒𝑛𝑑 (Z[ 𝑗 ) // Considering [ 𝑗 and [𝑖

communicated at time 𝑡
14 Update the input state as given in Equation

19, Section 4.4
15 end

16 Sample a random mini-batch of B transitions
(𝑜[𝑖′
𝑘

, 𝑎
[𝑖′
𝑘

, 𝑅
[𝑖′
𝑘

, 𝑜
[𝑖′
𝑘+1) from Z[𝑖 , where 𝑘

denotes the index of B and [𝑖′ denotes the
experience of [𝑖 or the experience of any other
UAV that communicated with [𝑖 .

17 Calculate target Q value:

𝑦
[𝑖
𝑡 = 𝑅

[′
𝑖

𝑘
+ 𝛾 𝑚𝑎𝑥

𝑎′
�̂� (𝑜[

′
𝑖

𝑘
, 𝑎′;\−)

18 Perform a gradient decent step on

(𝑦[𝑖𝑡 −𝑄 (𝑜[
′
𝑖

𝑘
, 𝑎

[′
𝑖

𝑘
;\ )) w.r.t. network parameter

\ in every 𝐶 steps and reset �̂� = 𝑄 , i.e., set
\− = \

19 end
20 end
21 end

4.3 UAV-to-UAV Communication
A UAV [𝑖 can transmit the replay buffer Z[𝑖 and coverage map
�̂�[𝑖 in form of packets to another UAV [ 𝑗 if the UAVs are within a
transmission range 𝑑𝜏 of one another [14]. It is assumed that the
UAVs are equipped with radio transmitters and work on 2.4 GHz to
5.8 GHz frequency. This range is calculated as:

𝑑𝜏 = 10−[10×𝑙𝑜𝑔10 (Z
[𝑖[𝑗 Υ/Ω)+28+20×𝑙𝑜𝑔10 (𝑓𝑐 ) ]/22 (15)

where Z[𝑖[ 𝑗 is the threshold SNR. Ω is the transmission power of
the UAV and Υ denotes the thermal noise described as the Gaussian
white noise [2]. ℎ[𝑖[ 𝑗 is the fading coefficient of communication
link between UAV [𝑖 and [ 𝑗 based on Nakagami-m distributions
[27]. 𝑓𝑐 is the carrier frequency of the communication signal [21].
A packet is successfully received if the mean SNR Ẑ[𝑖[ 𝑗 is greater
than the threshold SNR Z[𝑖[ 𝑗 .

Ẑ[𝑖[ 𝑗 =
Ω

Υ
× 10−

28+22×𝑙𝑜𝑔10 (𝑑
[𝑖[𝑗 )+20×𝑙𝑜𝑔10 (𝑓𝑐 )
10 (16)

Whenever two UAVs ([𝑖 , [ 𝑗 ) are within a distance 𝑑𝜏 of each
other, both the UAVs perform ℎ𝑜𝑣𝑒𝑟 + 𝑐𝑜𝑚𝑚 action to transmit the
replay buffer information and their coverage maps to each other
(conditioned on whether enough energy is left for transmission
or not). After transmission completes, UAV [𝑖 ’s replay buffer be-
comes equal to Z[𝑖 .𝑎𝑝𝑝𝑒𝑛𝑑 (Z[ 𝑗 ) (and similarly for UAV [ 𝑗 ). This
increase in information helps the DQN to converge early and the
resultant policy is more robust as it is learnt from a more diverse
and distributed form of data. As the replay buffer data is shared
among UAVs over communication, the individual policies learnt
by the UAVs could be overlapping to some extent. Still, it would
be very rare for two (or more) UAVs to end up with very similar
weights at the end of training. Since the initial weights of DQN
models are different (as randomly initialized) and also it would be
very uncommon of two (or more) UAVs to have exactly the same
data to train from during each episode.

4.4 Coverage Maps
In this section, we propose the use of a coverage map (𝐶𝑀) that
contains the local trace of the UAV based on its local observation
history. This map is also shared among the UAVs when they com-
municate. A coverage map contains the information corresponding
to the locations that a UAV has visited during its flight and also the
recent time-step at which that particular cell was observed. The
data contained in the map is used to update the information gain
effectively altering the rewards that a UAV can accumulate from
a cell (this is applicable to the time steps after the communication
has occurred). The updated information gain is calculated as:

𝐼
[𝑖
𝑐 =

U𝑐
𝑙

U𝑚𝑎𝑥
𝑙

· 𝑡
[𝑖
𝑐 − 𝑡

[ 𝑗

𝑐

𝑡
[𝑖
𝑐

(17)

In reference to the UAV [𝑖 currently observing cell 𝑐 , the updated
information gain 𝐼

[𝑖
𝑐 is calculated corresponding to 𝑡[𝑖𝑐 (the current

time-step) and 𝑡[ 𝑗

𝑐 ([ 𝑗 ∈ N, the UAVs that have communicated and
transferred their coverage maps to [𝑖 up until time 𝑡 ). 𝑡[ 𝑗

𝑐 denotes
the last time-step at which the cell 𝑐 was observed, as recorded in
the 𝐶𝑀 . The idea is to diminish the rewards of a UAV for the cells
that have been previously visited by the other UAVs. This helps



to learn a local policy by a UAVs to emphasizes on visiting more
unobserved cells rather than revisiting the observed ones.

We further estimate the future locations of a UAV (in reference
to [ 𝑗 ) based to its map �̂�[ 𝑗

𝑡 . It is calculated as follows:

𝐶
[ 𝑗

𝑡+1 = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑐
[𝑗
𝑛

(𝑀[ 𝑗

𝑡 | �̂�[ 𝑗

𝑡 ) (18)

where, 𝐶[ 𝑗

𝑡+1 represents the location of UAV [ 𝑗 at time-step 𝑡 + 1.
𝑎𝑟𝑔𝑚𝑎𝑥

𝑐
[𝑗
𝑛

(.|.) depicts the cell with the highest water accumulation

(usually the lowest elevation cell) in the neighbourhood (𝑐[ 𝑗

𝑛 ) of [ 𝑗 .
This information can also be extracted from the shared experience
replay buffer, but it’s not necessary that this information will be
selected in every mini-batch sampled for training. So to make sure
that the communicated trace information is available to the UAVs
during training (at all times), we explicitly include the coverage
map information as state input to the model. A coverage map also
has a huge impact when the model’s performance is evaluated in a
test environment (discussed in Section 5.3 and 5.4).

The updated information gain as given in Equation 17 only cor-
rects the future rewards considering the cells that are being revisited.
However, we also need to correct the already observed rewards that
are in the replay buffer. Let’s say at time 𝑡 UAV [𝑖 communicated
with [ 𝑗 (a UAV can communicate with only a single UAV at a time),
the replay buffer of [𝑖 becomes equal toZ[𝑖 .𝑎𝑝𝑝𝑒𝑛𝑑 (Z[ 𝑗 ). Based
on the number of overlapping cells between [𝑖 and [ 𝑗 up until time
𝑡 as observed from the traces in �̂�[𝑖 and �̂�[ 𝑗 , the rewards in the
replay buffer are updated in reference to the Equations 13 and 17.
For a UAV [𝑖 the updated state contains the local state information,
its coverage map and the coverage map of the UAVs with which [𝑖
communicated.

𝑠
[𝑖
𝑖𝑛𝑝𝑢𝑡

= {𝑜[𝑖 , {�̂�[𝑖 , �̂�[ 𝑗 }} 𝑗 ∈ 𝑁 ; 𝑗 ≠ 𝑖 (19)

5 EXPERIMENTATION AND RESULTS
In this section, we discuss and analyze the performance of our
proposed model dec-DQNC8 with the simpler variant dec-DQN8
and two other state-of-the-art multi-UAV coverage techniques from
the literature, namely, dec-DQN [7] and PSO [31]. The replay buffer
updates to rewards on communication are not applied in the case of
dec-DQN8 and the use of coverage maps is also not-opted for dec-
DQN8. In [7], authors employ a DQN-based approach to learn multi-
UAV controls for flood monitoring. The proposed technique is said
to be decentralized but no communication method is introduced
or employed. During comparison with the proposed model, we
treat the algorithm given by [7] as decentralized DQN with no
communication, where the UAVs are only aware of their local state.
In [31], the authors proposed a distributed PSO model to perform
exploration of a disaster area using UAVs. There is no central node
considered in this distributed approach, but the UAVs are able to
share their local information with other UAVs that are in their
vicinity.

To implement our proposed model, we consider a team of 7 UAVs
(quadrotors) deployed during various experiments. The altitude of
the UAVs is fixed at 100 meters above sea level. Considering a stan-
dard IRIS UAV, the UAV camera angles are assumed to be 45 degrees
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Figure 1: Performance comparison between dec-DQNC8, dec-
DQN8, dec-DQN and PSO based on (a) average cumulative
rewards and (b) average joint coverage during training.

and 30 degrees. To create the training environment, the coastal
region of Chennai city (a city in the state of Tamil Nadu, India) is
selected and its elevation data is accessed using the Topographic
map tool [29]. We also consider a different test environment to
evaluate the learnt policies of the multi-UAV system. Further, the
information on the water level of each location is encoded using
the FloodMap application [3]. The water level (𝑤𝑙 ) information
is defined at 8 levels, ranging from {1𝑓 𝑡 − 8𝑓 𝑡}. Human popula-
tion density information is gathered using the Flood Mapping tool
[1]. The collision range for UAVs is set to 10 meters, under which
UAVs are bound to collide. Implementation is done on Google Colab
having, Intel(R) Xeon(R) CPU, 2.30GHz CPU frequency, and 12GB
RAM. We make use of the following performance metrics to test
our proposed model:

• Average cumulative rewards observed by the multi-UAV
system over the training and test environments.

• Average joint coverage observed during training and testing.
• Multi-UAV path trace observed over the training and test
environments.

Results are observed over 5 different random seeds and the devi-
ation around the mean is highlighted in the plots.

5.1 Average Cumulative Rewards Observed
During Training

Experiments are performed over the course of 0.35 million episodes
to observe the difference in cumulative rewards more vividly (if
present). Each episode is of 1000 time steps. Figure 1(a) depicts the
average cumulative rewards observed by various models during



(a) (b)

Figure 2: The multi-UAV path trace observed during training
with (a) No updation in rewards and (b) Updating rewards
within episodes in the experience replay buffer.

training. As observed, all the RL-based methods perform similarly
in the initial episodes with dec-DQN8 performing the best. But, as
the number of episodes progresses dec-DQNC8 outperforms the
others to achieve the highest overall rewards. Such behaviour of
dec-DQNC8 is justified as the rewards are updated within episodes
whenever the UAV communicates, leading to a decline in average
rewards. However, as soon as the coverage map becomes good
enough after communication, UAVs are able to spread over the
environment in a much better way, covering a significantly larger
area. PSO performs the worst highlighting the pitfall of PSO as it
usually gets stuck in local optima, especially when training is done
using a limited number of environment parameters.

5.2 Average Joint Coverage Observed During
Training Along with the Multi-UAV Path
Trace

In this experiment, we observed the average coverage of the envi-
ronment by the multi-UAV system during training. The coverage
is defined as the number of unique cells captured by the UAVs in
an episode. Higher coverage provides a better chance of capturing
a relatively larger number of critical regions. Figure 1(b) depicts
the average coverage by the multi-UAV system during training. As
observed, up until the 0.15 million episodes there is no significant
change in coverage to separate the models, but after 0.2 million
(approx.) episodes dec-DQN shows a noticeable improvement in
the joint coverage as it sees a linear rise, outperforming PSO. A no-
ticeable gap in joint coverage can be observed between dec-DQNC8
and dec-DQN8 after 0.25 million episodes and this gap seems to
increase with the increase in the number of episodes. This signifies
the impact of the coverage map used by dec-DQNC8 in achieving a
better spread over the environment.

To further analyse the impact of updating rewards and sharing
coverage maps in learning a multi-UAV policy, we trace the paths of
the UAVs during training for both dec-DQNC8 and dec-DQN8. dec-
DQN8 adopts the D8 flow estimation strategy for better exploration
and shares the experience replay buffer across UAVs during commu-
nication. But, it does not update the rewards of the replay buffer on
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Figure 3: Performance comparison between dec-DQNC8, dec-
DQN8, dec-DQN and PSO based on (a) average cumulative
rewards and (b) average joint coverage during testing.

communication and also does not use the coverage map for policy
learning. Figure 2 illustrates the multi-UAV path observed during a
single episode at the end of the training by both dec-DQNC8 and
dec-DQN8. As observed, the updation in rewards and the use of
𝐶𝑀 helps in maintaining better coverage over the environment in
the long run. Rather than forcing a constraint on the multi-UAV
system to maintain inter-UAV separation, here the system learns
naturally about the effects of clustering with other UAVs.

5.3 Average Cumulative Rewards Observed
During Testing

To analyze the generalizability and robustness of the learnt policy
using dec-DQNC8, the performance of the model is observed in
a test environment over 100 episodes. During testing, the learnt
policies are not updated, but the UAVs are able to share their cov-
erage maps with each other during communication (in the case
of dec-DQNC8). The test environment is simulated using the real-
world elevation data of the Barpeta district of Assam which is one
of the most prone regions to floods. Figure 3(a) depicts the average
cumulative rewards observed by various algorithms during testing.
As observed, dec-DQNC8 has the best performance from the initial
episode itself. This highlights the fact that the proposed model is
able to learn a robust multi-UAV policy. dec-DQN8 also achieves
significant rewards during testing. This justifies that the D8-based
models are able to learn a better policy and achieve relatively higher
rewards even in a short duration of time as compared to dec-DQN.
PSO and dec-DQN have similar performances, with PSO performing
the worst in later episodes.
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Figure 4: The multi-UAV path trace observed during testing
with (a) allowable inter-UAV communication and (b) no com-
munication.

5.4 Average Joint Coverage Observed During
Testing Along with the Multi-UAV Path
Trace

In this experiment, we analyze the average coverage of the test
environment by the multi-UAV system. This helps in highlighting
the difference in the learnt policies and to observe whether the
multi-UAV system is able to maintain a considerable spread over
the environment or not when the policies are fixed. Figure 3(b)
depicts the average joint coverage observed by the UAVs in the test
environment. As observed, the proposed model dec-DQNC8 sees
better coverage as compared to other algorithms. This highlights the
impact of using the coverage map to learn the policies by including
the map as part of the input state. dec-DQN8 sees better coverage
as compared to dec-DQN up until 60𝑡ℎ episode. PSO sees the worst
performance, highlighting the difficulty of learning in a highly
dynamic environment.

To analyze the significance of communication during testing,
we considered two scenarios, one where the UAVs can commu-
nicate with each other and the other where the communication
was restricted. Figure 4 represent these two scenarios where the
multi-UAV path trace was observed during testing. As can be seen,
if the UAVs are allowed to communicate they are able to spread
significantly better over the test environment just by sharing their
coverage maps. This results in a higher chance of covering a larger
number of critical regions.

5.5 Comparison with Centrally trained policies
For the performance gap between centralized and decentralised
policies, our proposed approach dec-DQNC8 is compared with
D8DQN and DQN [11] over the average joint area coverage and the
number of episodes required to converge during training, as given
in Figure 5(a) and 5(b) respectively. All three models are trained and
observed under identical environmental conditions. As depicted
in Figure 5(a), the centralized approach (D8DQN) achieves 20 %
larger coverage as compared to dec-DQNC8. Such an outcome can
be intuitively analyzed since in the case of D8DQN all the UAVs
are jointly regulated by the central system whereas, in the case
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Figure 5: Centralized (D8DQN) vs Decentralized (dec-DQNC8)
system comparison based on (b) average joint coverage (b)
Number of episodes to converge during training.

of dec-DQNC8, the UAVs are dependent on experience sharing
via opportunistic communication. However, the effect of utilizing
domain knowledge using D8 has a significant impact on the models,
since dec-DQNC8 achieves 8.5 % larger area coverage than the
standard DQN model (i.e., a centralized approach). In terms of
convergence, all three approaches do converge but at different
rates. D8DQN and DQN only took about 2.8 % (approx.) of the
number of episodes to converge as compared to dec-DQNC8. Such
a large gap signifies the difficulty in training a decentralized model
as compared to a centralized one. But knowing that a decentralized
based approach also converges is a step towards realizing real-world
models.

6 CONCLUSION
This paper presents a decentralized deep reinforcement learning
algorithm, known as dec-DQNC8 that is used to learn multi-UAV
controls to perform coverage of flooded regions. UAVs are tasked
to perform time-sensitive area coverage where the UAV’s energy
depletes with every time step and varies based on the action the UAV
is performing. The objective is to capture as many critical regions
as possible under the limited energy constraint. In this sense, the
task of area coverage needs to be addressed globally by multiple
UAVs to maximize the coverage of the environment. The proposed
model is fully decentralized as no central entity is considered to
achieve the task of area coverage using multiple UAVs cooperatively.
UAVs are able to communicate with other UAVs given that they are
present within the transmission range. dec-DQNC8 utilizes domain
knowledge for policy learning by employing the D8 flow estimation
algorithm that improves the exploration strategy of our DRL based
method. Further, the proposed model also uses a coverage map
that contains the path trace of individual UAV’s. We also learn the
coverage probability of neighbouring cells based on the information
contained in the map to cover a significantly larger area and avoid
revisiting observed cells. Results are obtained over the training
and test environments and the observations signify the impact
of the proposed algorithm (dec-DQNC8) in realizing a successful
decentralized multi-UAV policy, as noticeable improvements are
observed across different performance metrics.
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