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ABSTRACT
A key challenge in the field of reinforcement learning is to develop

agents that behave cautiously in novel situations. It is generally

impossible to anticipate all situations that an autonomous system

may face or what behavior would best avoid bad outcomes. An

agent that could learn to be cautious would overcome this chal-

lenge by discovering for itself when and how to behave cautiously.

In contrast, current approaches typically embed task-specific safety

information or explicit cautious behaviors into the system, which

is error-prone and imposes extra burdens on practitioners. In this

paper, we present both a sequence of tasks where cautious behav-

ior becomes increasingly non-obvious, as well as an algorithm to

demonstrate that it is possible for a system to learn to be cautious.

The essential features of our algorithm are that it characterizes

reward function uncertainty without task-specific safety informa-

tion and uses this uncertainty to construct a robust policy. Specif-

ically, we construct robust policies with a 𝑘-of-𝑁 counterfactual

regret minimization (CFR) subroutine given a learned reward func-

tion uncertainty represented by a neural network ensemble belief.

These policies exhibit caution in each of our tasks without any

task-specific safety tuning.
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1 INTRODUCTION
One challenge in the field of artificial intelligence (AI) is to design

agents that avoid doing harm or being destructive. This is of par-

ticular concern in complex, dynamic environments that change

over time, where exhaustive training and testing are infeasible. For

example, consider a self-driving car that learns to drive through

experience. The first time that the car encounters roads covered in

snow, two problems arise and compound. Snow makes the environ-

ment more hazardous (e.g., tires are more likely to lose traction) and

gives the road a new appearance. A natural response is to react by

behaving cautiously, e.g., driving more slowly, but current learning

algorithms do not develop such an intuition.

Existing approaches for safety in reinforcement learning (RL)

often specify safe behavior via constraints that an agent must not

violate [4, 8, 16]. Broadly, this amounts to formulating tasks as a

constrained Markov decision processes [2]. A constrained MDP can
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Figure 1: From left to right, image of the numbers five and
zero from the MNIST digit dataset, an ankle boot from the
MNIST fashion dataset, and a capital “M” from the EMNIST
letters dataset. In our motivating example, the two images
on the left are similar to the ones you have seen before while
the two on the right are novel.

be solved using reinforcement learning (RL) in a model-based [3, 4]

or model-free [1, 8, 31] way. However, this approach requires pre-

defining the safe states that the agent is allowed to visit or the

safe actions the agent can take. Alternatively, some approaches

design “safety functions” that incentivize pre-defined safe behav-

iors [37, 38]. Approaches that require an a priori description of

safety information about specific scenarios present a scaling prob-

lem as it is generally infeasible to enumerate all potentially haz-

ardous situations in a realistic application.

Our goals for this work are (i) to illustrate why it would be useful

to design agents that can automatically learn cautious behavior, (ii)

to describe a series of simple tasks where success requires learned

caution, and (iii) to provide an example system that learns to be

cautious. We describe a sequence of tasks where cautious behavior

is increasingly non-obvious, starting from a one-shot environment

(contextual bandit) with an obvious cautious action, leading to one-

shot environments with cautious actions that depend on context,

and concluding with a gridworld driving environment that requires

long-term planning. We show that the 𝑘-of-𝑁 counterfactual regret

minimization (CFR) [6] robust optimization algorithm with a neural

network ensemble belief generates policies that identify and adopt

cautious behavior in all of these tasks. In the process, we also

contribute an extension of 𝑘-of-𝑁 CFR that is efficient and sound

for decision problems without a fixed horizon, like our driving

gridworld.

https://ala2023.github.io/


2 A MOTIVATING EXAMPLE
Consider a decision-making task where you are shown an image

and must choose one of eleven actions. The images are hand-drawn

digits from MNIST (23, e.g., Figure 1a and b) and you observe a

reward of +1 for selecting the action with the index matching the

portrayed digit and zero otherwise, except for the eleventh action,

which always yields a small reward, +0.25. Now, what do you do

when the image is not of a familiar digit but is instead a novel image

of a piece of clothing from MNIST fashion (42, e.g., Figure 1c) or a
letter from EMNIST letters (11, e.g., Figure 1d)? A natural choice is

action eleven, which has always given a reward regardless of the

image, while every other action often gave no reward at all. But is

this choice common for current AI algorithms?

One obvious approach for choosing the next action is to guess

what reward each action will yield with the new image and choose

the actionwith the largest estimate. For example, a nearest-neighbor

approach would select a previous image that resembles the new

image in some way and use the rewards from the previous image

as the reward estimates, effectively extrapolating from familiar to

novel images. Considering that the new image looks very different

from all the previous ones, an extrapolative approach relies on a

questionable premise. Algorithms like this are unlikely to choose

action eleven, since its reward was always small and only one of the

ten other extrapolations need to look promising for action eleven

to be overlooked.

A conventional RL approach like Q-learning [39] or policy gradi-

ent [33, 41] with function approximation also employs extrapolative

guessing and fails to behave cautiously in this task. After training

on MNIST digits, a greedy policy with respect to a single neural net-

work model of the reward function (effectively Q-learning) chooses

action eleven less than 2% of the time when presented images from

MNIST fashion.

A common approach to achieve caution is to provide prior knowl-

edge aboutwhat behaviors are safe. For example, we could designate

action eleven as a “safe action” and encourage the agent to choose

it when observing a non-digit image or when the agent has no

strong preference for any other action. Thomas et al. [35] outlines a

general methodology for algorithms of this sort and Kahn et al. [20]

provides a more sophisticated example. Embedding prior knowl-

edge about safety into an algorithm would be easy and effective in

this particular task but it is problematic as a general approach be-

cause safety is highly task-specific and the design burden becomes

worse for complicated tasks where safety guarantees would be most

useful. In this vein, we present variations on our MNIST task such

that cautious behavior becomes increasingly non-obvious.

An alternative to explicitly specifying cautious behavior or safety

incentives is risk-sensitive RL. Broadly, these methods characterize

an agent’s uncertainty about future rewards of different behaviors,

and then choose robust behaviors, i.e., those that maximize the

agent’s reward assuming unfavorable conditions (often with a for-

mal risk measure). There are two types of uncertainty that might

be present in a decision-making task, (i) aleatoric uncertainty that

is stochasticity inherent in the environment, e.g., the agent may

be uncertain about the the number that a die will show before it

is rolled, and (ii) epistemic uncertainty that stems from the agent’s

lack of certainty about the specific environment, e.g., the agent

may be uncertain about a die’s probability distribution, not just its

outcome.

There are various methods for learning policies that are robust to

aleatoric uncertainty [7, 10, 34], but since the mapping from images

and actions to rewards is deterministic in our MNIST example task,

there is no aleatoric uncertainty to be robust to. Consequently, these

methods do not behave differently from extrapolative systems in

tasks like this.

Alternatively, if the agent is certain about action eleven’s reward

and less certain about the rewards of the other actions, then a

robust policy would choose action eleven, provided the level of

uncertainty is great enough. Thus, epistemic uncertainty has the

potential to induce caution.
1
In this case, the agent’s beliefs are

crafted with the domain in mind to achieve the desired behavior in

much the same way as the previously discussed prior knowledge

approaches. There are many more sophisticated variations on this

idea [9, 17, 29, 30, 43], but they share similar downsides as prior

knowledge approaches.

Our approach, that we detail for the remainder of the paper, uses

robust optimizationwith a learned belief without imposing any task-

specific safety information into either component to automatically

construct cautious policies. This algorithm learns autonomously

to identify and choose cautious behavior that is unique to each

task. We evaluate in a sequence of tasks where cautious behavior

is increasingly complex. This sequence begins with the MNIST

example task described here and escalates to a gridworld driving

task that requires sequential decision-making.

3 LEARNING TO BE CAUTIOUS
An agent that interacts with the world and learns from experience

will inevitably encounter both familiar and novel situations. We be-

lieve that such agents can and should use their previous experience

to automatically respond cautiously in novel situations.

Markov Decision Processes. Our tasks use a simplified formu-

lation of the learning-to-be-cautious problem. The agent’s world

is separated into the familiar and the novel, each represented as a

Markov decision process (MDP).
A finite, discounted MDP, (S,A, 𝑝, 𝑑∅, 𝛾), is a finite set of states,

S, a finite set of actions, A, a Markovian state transition proba-
bility distribution, 𝑝 (· | 𝑠, 𝑎) ∈ Δ(S) for all states 𝑠 and actions 𝑎

(where Δ(S) is the probability simplex over set S), an initial state

distribution 𝑑∅ ∈ Δ(S), and a discount factor, 𝛾 ∈ [0, 1).2 Feedback
evaluating the agent’s behavior within an MDP is typically encoded

as a scalar reward function, 𝑟 : S × A × S → [−𝑈 ,𝑈 ], where the
magnitude of each reward is bounded by 𝑈 ∈ R. This allows us
to evaluate a (stationary) policy, 𝜋—i.e., an assignment of proba-

bility distributions, 𝜋 (· | 𝑠) ∈ Δ(A), to each state 𝑠—according to

its 𝛾-discounted expected return. If 𝑆0 ∼ 𝑑∅, 𝐴𝑖 ∼ 𝜋 (·|𝑆𝑖−1), and
𝑆𝑖 ∼ 𝑝 (·|𝑆𝑖−1, 𝐴𝑖 ), then the normalized

3 𝛾-discounted expected

1
One might be tempted to think that cautious behavior and robustness to epistemic

uncertainty are the same. However, as noted, whether robust policies produce cautious

behavior is critically dependent on the uncertainty distribution.

2
We use the 𝛾 = 0 case to address the contextual bandit setting.

3
As in Kakade [21], we use return functions that are normalized by the effective

horizon, 1 − 𝛾 , so that returns have the same scale as rewards. This makes optimality

approximation errors easier to interpret. See Section 2.2.3 of Kakade [21] for further

discussion.



return is

𝑣∅ (𝜋 ; 𝑟 ) = (1 − 𝛾)E
[ ∞∑︁
𝑖=0

𝛾𝑖𝑟 (𝑆𝑖 , 𝐴𝑖+1, 𝑆𝑖+1)
]
.

Furthermore, the algorithms we discuss will make use of

𝑞𝑠 (𝑎, 𝜋 ; 𝑟 )

= (1 − 𝛾)E
[ ∞∑︁
𝑖=0

𝛾𝑖𝑟 (𝑆𝑖 , 𝐴𝑖+1, 𝑆𝑖+1) | 𝑆0 = 𝑠, 𝐴1 = 𝑎

]
,

which is the (normalized) 𝛾-discounted expected return for taking

action 𝑎 in state 𝑠 under reward function 𝑟 and discount factor 𝛾 ,

before following policy 𝜋 thereafter.

Extrapolation. Since we are primarily interested in examining

the agent’s behavior in novel situations about which they have

never received feedback, we do not define a reward function for

the novel MDP. We assess the agent’s behavior in the novel MDP

qualitatively. Here we focus on only reward uncertainty; investigat-

ing caution with transition uncertainty needs further investigation

both theoretically and practically.

A straightforward approach for the agent to formulate goals

for the novel MDP is to extrapolate the familiar reward function.

Ordinary RL planning algorithms can then be applied to generate

a policy that will perform well if the novel and familiar MDPs are

very similar. Extrapolation can be done with conventional regres-

sion methods, e.g., we can model the reward function as a neural

network and train its parameters by applying an optimization algo-

rithm like stochastic gradient descent to minimize the network’s

mean squared error. A natural approach, given an extrapolated

reward function model, 𝑟 , is then to behave according to an op-

timal policy, e.g., in each state 𝑠 , set 𝜋Optim(𝑟 ) (𝑎 | 𝑠) = 1, where

action 𝑎 is the first action (under an arbitrary ordering) that max-

imizes 𝑞𝑠 (·, 𝜋Optim(𝑟 )
; 𝑟 ). This approach will represent a simple

non-cautious baseline in our experiments.

Inference. A fundamental problem with extrapolation is that

there are typically multiple reward models that match the familiar

reward function but differ in novel situations from the novel MDP

(i.e., state, action, next state triples not present in the familiar MDP),

even within a restricted model class. To address this issue, we can

infer a posterior belief (a probability distribution) about which re-

ward models are more reasonable, given a prior belief that describes

what it means for a reward model to be “reasonable”. Exact Bayesian

inference is typically intractable for high dimensional data, but a

convenient approximation is to train an ensemble of neural net-

works, each with unique initialization parameters and trained on

independently shuffled familiar examples. Each neural network

acts like a sample from a posterior with an implicit prior so that

the entire ensemble implicitly characterizes a posterior-like belief.

Various previous works (e.g., Heskes et al. [19], Lakshminarayanan

et al. [22], Lu and Van Roy [25], Osband et al. [27], Pearce et al.

[28], Tibshirani [36]) have used neural networks in similar ways

to characterize uncertainty with connections to proper Bayesian

inference.

Robust Optimization. An inference approach characterizes the

agent’s uncertainty about what reward functions are reasonable in

the novel MDP given the familiar MDP, but ordinary RL algorithms

cannot make use of this information beyond optimizing for a sin-

gle reward function generated from the belief (e.g., a sample, the

expected posterior, or the maximum a posteriori reward function).

Robust policy optimization algorithms however, are designed to

learn policies that are robust to such uncertainty.

The 𝑘-of-𝑁 counterfactual regret minimization (𝑘-of-𝑁 CFR) al-
gorithm computes an approximate `𝑘-of-𝑁 -robust policy, which is

a policy that approximately minimizes the 𝑘-of-𝑁 risk measure,

`𝑘-of-𝑁 [6]. This Bayesian risk measure is closely related to the

classic conditional value at risk (CVaR) measure. By tuning the

𝑘 > 0 and 𝑁 ≥ 𝑘 parameters, the algorithm designer can set a

desired robustness level between worst-case (𝑘 = 1 and 𝑁 large)

and average-case (𝑘 = 𝑁 ). As 𝑁 is increases, `𝑘-of-𝑁 approximates

the CVaR measure at the 𝑘/𝑁 percentile. 𝑘-of-𝑁 CFR works by

iteratively sampling 𝑁 reward functions from a belief and updating

the current policy to improve its value under the 𝑘-worst reward

functions.

As described in Section 2, it is critical to pair robust optimization

with an appropriate belief for cautious behavior to emerge. Often

this is achieved by manually tailoring the belief to specific aspects

of a task, but can we instead use a generic neural network ensem-

ble to induce caution? Consider the belief that such an ensemble

would learn from training data where the reward for one action is

a constant, as in the example from Section 2. If, as is common, the

training procedure has any preference for neural networks with

small weights, then all of the last layer weights corresponding to

the constant reward action in all of the neural networks will con-

verge toward zero and their bias terms will converge toward the

constant. Since all neural networks agree about the reward for this

action in all states, the ensemble belief is always nearly certain

about the reward of this action. Uncertainty about the rewards for

other actions caused by disagreement between neural networks

in the ensemble pushes a robust policy into choosing the constant

reward action.

The experiments in the next section show that 𝑘-of-𝑁 CFR under

a neural network ensemble belief can effectively learn to be cautious

in various tasks.
4
A limitation of 𝑘-of-𝑁 CFR that we overcome

in this work is that it has only been described for fixed horizon

MDPs, i.e., those that terminate after a fixed number of decisions.

We show how it can be applied in any continuing MDP, but we

defer these details to Section 5 in favor of experimental results that

first illustrate the utility of learning to be cautious.

4 EXPERIMENTS
We now present a sequence of tasks that require agents to auto-

matically learn cautious behavior. Tasks vary in difficulty from one

that requires no sequential reasoning and includes a universal cau-

tious action, to one that requires sequential reasoning and where

the return from each action is context dependent, with a natural

progression in-between. Experimental design details and hyper-

parameters for the algorithms tested are provided in Appendix

A.

4
Other algorithms that are robust to epistemic uncertainty, e.g., Chow et al. [9],

Ghavamzadeh et al. [17], Petrik and Subramanian [29], Zahavy et al. [43] could poten-

tially be used instead of 𝑘-of-𝑁 CFR.



Learning to Ask for Help. Our first task is the previously

described decision making task with MNIST images. The familiar

states are the 60,000 training images in the MNIST digit dataset,

where the initial state and each next state is sampled uniformly at

random. Ten of the actions correspond to a digit label and a reward

of +1 is given when the label matches the image and zero otherwise.

The eleventh action can be thought of as an “ask for help” option

that always receives a reward of +0.25. All action labels are solely to
aid our discussion whereas the agent only observes action indices.

The discount factor is zero so the agent’s return is simply their

reward, making this a contextual bandit task.

The 𝑘-of-𝑁 CFR procedure iteratively improves an approxi-

mately robust policy by evaluating it on 𝑁 samples from a belief

updating the policy according to the 𝑘-worst samples. Thus, for

𝑇 iterations, we need to train 𝑁𝑇 neural networks. We train 2000

reward models on the familiar MDP so that we can run 100 CFR

iterations with a maximum 𝑁 = 20. These models also provide

the basis for the Optim(𝑟 ) baseline, where each neural network in

the ensemble represents an extrapolated reward model, 𝑟 . We set

𝑁 = 20 𝑘 = 1 for the most robustness, 𝑁 = 10 𝑘 = 1 for moderate

robustness, and𝑁 = 10 𝑘 = 5 for marginal robustness. We represent

each 𝑘-of-𝑁 CFR instance with the last policy generated after 100

iterations.

We construct novel MDPs with 10,000 images from the MNIST

fashion [42] test set and 20,800 images from EMNIST letters [11] test

set (lower and uppercase). Using the set of images as a set of states,

we construct two novel MDPs with two different state distribution

schemes representing two evaluation scenarios. The first scenario

replicates the dynamics of the familiar MDP in that each image is

always sampled uniformly. This describes a task where the agent

must come up with a policy that works well on all novel images,

without emphasizing the performance given any particular one.

Our second scenario uses a point-mass initial state distribution

and identity transition distribution. This scenario corresponds to

a decision-making task where a single crucial novel state is given

instead of a distribution over multiple possible novel states. In this

scenario, the impact of robustness is exaggerated because the 𝑘-of-

𝑁 CFR policy trains on the 𝑘-worst reward functions specifically

targeted to a single state rather than the 𝑘-worst averaged across

many states. Figure 2a shows the results of both experiments.

In both state distribution regimes, the classification accuracy of

all policies, including the most robust 𝑘-of-𝑁 policies, on the 10,000

images in the MNIST digit test set, ranges from 96% to 99%. The two

most robust policies, 1-of-20 and 1-of-10, choose the help action

2% and 1% of the time respectively in the single-image regime, but

the rest of the policies across both regimes almost never choose

the help action. This uniformity in behavior is caused by the fact

that our neural networks effectively generalize to all MNIST digit

test images, making the ensemble belief accurate and confident on

these images.

The “all fashion images” scenario replicates our motivating ex-

ample and shows that the help action is utilized more on the fashion

images by 𝑘-of-𝑁 policies as 𝑘 is decreased (i.e., with more risk

aversion), up to 29% of the time for 1-of-20. The Optim(𝑟 ) baseline
is the least likely to use the help action on each novel dataset, and

this propensity does not change substantially with the dataset. De-

creasing the 𝑘/𝑁 ratio causes the 𝑘-of-𝑁 policies to increase the

help action frequency on the letter images from 3% to 6%.

In the single-image regime, 1-of-20 selects the help action 89%

of the time on the fashion images and 68% on the letter images—46

and 69 times more often, respectively, than the Optim(𝑟 ) baseline.
And when 1-of-20 does not select the help action with the letter

images, it does so for letters that resemble digits, e.g., o, s, i, l, j, and
z resemble 0, 5, 1, and 2. See Appendix A for more details, including

confusion matrices of selected actions.

Discovering Non-Obvious Cautious Actions. Our next task
is to discover non-obvious cautious actions where the value of each

action is input-dependent. This time, there are only ten actions

and the reward for action indexed as 𝑎 ∈ {0, . . . , 9} is (𝑎 + 1) if 𝑎
is the correct label for a given digit image or −(𝑎+2)/9 otherwise.
The reward for a correct classification scales with the action index,

but so does the cost of misclassification. This reward function also

ensures that always choosing action zero has the same expected

value as guessing the digit at uniform random assuming a balanced

distribution of digit images. Thus, policies that choose lower index

actions are more cautious.

Again, we evaluate our approach in two regimes, one where

the set of novel states is an MNIST test set and another where

evaluation is done on each of these images individually. Figure 2b

shows the average action index chosen by each algorithm in each

novel environment.

Again, all polices correctly label nearly all test digit images. In

both regimes, evaluating on the fashion images, we see that 1-of-20

and 1-of-10 systematically choose smaller actions at lower indices

than non-robust algorithms, and 5-of-10 is intermediate between

1-of-20 and 10-of-10 along this metric. The differences are smaller

on the letter images in the all-images regime, likely due to many

similarities between letter and digit images, but the ordering of

methods according to robustness is preserved in both regimes.

Ask for Help Only When it is Available. In the previous sce-

narios, cautious actions could be identified without taking features

of the input into account. Here we modify the previous task where

lower index actions are generally more cautious to have an extra

action, as in the “learning to ask for help” task, but the value of

this action changes depending on an input feature. This feature is a

signal that help is available, in which case the “ask for help” action

receives a reward of +1/20. The “ask for help” action is therefore

better than any incorrect classification and worse than correctly

classifying even the least valuable digit (zero) if there is help avail-

able. If help is unavailable, the “ask for help” action is the worst

action as it always receives a reward of −11/9. Figure 3 show the

results for each method in the all-images and single-image regimes

(left and right, respectively).

Evaluating on fashion images, we see that the robust methods

with 𝑘 < 𝑁 select the help action much more than the non-robust

methods when help is available. When help is unavailable, these

methods never select the help action and instead choose actions

with smaller indices. The average action index decreases much

more when help becomes available because policies switch from

choosing actions with high indices to choosing the help action.

How Caution Depends on the Extent of Training Data. Do
the 𝑘-of-𝑁 policies really learn to be cautious? Here we investigate
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Figure 3: Average action index and help action frequency chosen by each method in each novel environment in the “ask for
help only when it is available” task. (top row) Help is available, (bottom row) help is unavailable, (left column) the all-images
regime, (right column) the single-image regime. All methods essentially never choose the help action when help is unavailable.

how cautious algorithms behave depending on the extent of training

data. We repeat the “learning to ask for help” task except that

rewards are perturbed by white noise (with standard deviation

0.1) once before neural network training, and the neural network

training data varies between 1%, 10%, and 100% of the full digit

dataset. Noise is added so that it takes more than a single training

example to learn that the expected reward of the help action is

constant across training images. Results are shown in Figure 4.

When reward models are trained with 1% of the digit images, we

observe that decreasing 𝑘 to increase robustness does not induce

caution. Effectively, the neural network ensemble belief has not

seen enough data to infer that the “ask for help” action yields a

small but consistent reward. Increasing the training set size to 10%,

the correlation between robustness and caution returns and is even

stronger than when the full digit dataset is used for training. This

shows that caution requires enough training data for the agent to

accurately infer the training reward function, and once achieved,

the robust agents find cautious behavior.

Driving Gridworld. For a sequential decision making task, we

introduce a gridworld driving environment (see Figure 5 for an

example frame) in the spirit of the AI safety gridworlds [24]. A

state is a five column image, where the first and second columns

represent a two-lane road, the outer two columns represent a ditch,

and the last column represents a speedometer. The agent’s car is

on the bottom row of the image and the world shifts down as the

car drives forward. The height of the image represents how far

ahead the driver can see. An obstacle randomly appears on the new

parts of the road revealed when the car moves forward. To keep

the number of states in the gridworld small, only one obstacle can

be present on both the left and right halves of the gridworld at a

time, and we use a vision range of two. The car’s speed limit is the

vision range plus one so that they can “overdrive” their vision by

one unit.

The agent has five actions: change lane left, change lane right,

accelerate, brake, and cruise. Accelerate and brake increases or

decreases the car’s speed by one unit, respectively. The car always

moves according to its current speed, so the impact of accelerating

or braking on the distance the car travels is only felt in later time

steps. The car changes lanes one space at a time and changing lanes

requires momentum so the car must not be stopped and it travels

forward by one fewer space than it would otherwise. The car’s

speed and lane does not change if the agent chooses to cruise.

The agent’s goal is to drive as far from their starting location

as possible. As there is no fixed destination, the task is naturally

represented as a continuing MDP. The agent receives a reward of

+1 for each space it moves forward, −2 for each ditch space it moves

over, and −2 times the current speed of the car when it drives over

an obstacle.

We investigate how our algorithm reacts to novel situations by

restricting obstacles to the two ditches in the familiar MDP and

allowing them to appear on the road in the novel MDP. We build

our ensemble belief by training 2000 neural networks to mimic

the familiar MDP’s reward function and each 𝑘-of-𝑁 CFR instance

(where 𝑘 ∈ {1, 2, 4, 5, 10, 20} and 𝑁 = 20) is represented by the last

policy generated after 100 iterations.

Figure 5 shows that the more robust policies drive slower, and

drive over obstacles both less frequently and at slower speeds in
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Figure 5: Left: a frame from the driving gridworld environment. The cyan square is the car, the red squares are obstacles, and
the rightmost column is the car’s speedometer. Right: normalized 𝛾-discounted safety statistics for each algorithm in the
driving gridworld.

the novel MDP, reflecting intuitively cautious driving behavior. The

non-robust policies in contrast almost always drive at full speed.

Why do we see this difference? Since obstacles are never ob-

served on the road in the familiar MDP, there is no clear signal

that driving over these obstacles will cause a bad outcome. There

is a clear signal however that driving fast on the road yields larger

rewards, so the non-robust policies optimize their behavior around

this signal, which is reflected in the belief’s average reward func-

tion. The robust policies instead take the belief’s uncertainty about

what could happen when the car drives over an obstacle on the

road into account. Since there are some reward functions in the

ensemble belief that generalize collisions in the ditch with collisions

on the road, the agent learns to avoid collisions altogether in the

novel MDP.

5 𝑘-OF-𝑁 CFR FOR CONTINUING MDPS
We now provide theoretical support for the efficient application

of CFR and 𝑘-of-𝑁 CFR to discounted continuing MDPs, like the

driving gridworld, with reward uncertainty.

CFR is a conceptually simple algorithm: compute the expected

return of choosing each action given the current policy from each

decision point (e.g., a state, state–time step pair, or state history

sequence) weighted according to the policies of other agents and

transition probabilities; update the policy at each decision point to

optimize these counterfactual values; and iterate. CFR operates on

decision points rather than states directly because extra context can

be used to get more reward if the horizon is known in advance or if

other agents can influence the transition probabilities. CFR updates

its policy according to a no-regret learning rule that ensures the

average counterfactual value from each decision point approaches

the average counterfactual value from any single action taken in

that decision point. In practice, these learning rules typically cause

the policy to take a small step towards the greedy policy with

respect to the current counterfactual value on each iteration.

The key property of CFR is that regret is minimized across all

decision points jointly even though CFR only directly minimizes

regret at each decision in isolation [44]. Chen and Bowling [6] prove

as a consequence that if the transition distribution and reward

function on each iteration are sampled uniformly from the 𝑘-worst

of 𝑁 candidates sampled from a belief, then CFR approximates an

optimal policy under the 𝑘-of-𝑁 robustness measure with respect

to that belief.

CFR’s procedure makes no restriction on the environment except

that there are a finite number of decision points and actions, and the

expected return from each decision point exists. However, CFR’s

regret bound was originally proven in the extensive-form game

frameworkwhere the decision points are equivalent to state histories
in a fixed horizonMDP. That is, CFR’s policy must condition on the

entire history of states and all states eventually lead to terminal

states that lack actions or outward transitions. Chen and Bowling

[6] argue that as long as there is no transition uncertainty (so there

may still be reward uncertainty), then it is safe to instead define

decision points as state–time step pairs.

Since the transition model never changes, it is actually safe and

convenient to implement 𝑘-of-𝑁 CFR with reward uncertainty

only with expected returns rather than counterfactual values. Once

this change is made, it becomes apparent that we could re-derive

the regret and optimality bound for CFR and 𝑘-of-𝑁 CFR, respec-

tively, in fixed horizon MDPs with reward uncertainty using the

undiscounted half of Kakade [21]’s performance difference lemma

(Lemma 5.2.1). The other half of the performance difference lemma

provides an analogous statement for stationary policies in dis-

counted continuing MDPs. Even-Dar et al. [15] uses an average

reward version of the performance difference lemma to analyze



what is essentially CFR for the average reward objective in contin-

uing MDPs. Our analysis instead considers the discounted return

objective and directly addresses the regret and robustness of 𝑘-of-𝑁

CFR in specific.
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Let 𝑣𝑠 (𝜋 ; 𝑟 ) = E𝐴∼𝜋 ( · |𝑠 ) [𝑞𝑠 (𝐴, 𝜋 ; 𝑟 )] denote the (normalized) 𝛾-

discounted expected return of policy𝜋 from state 𝑠 and let 𝜌𝑠 (𝑎, 𝜋 ; 𝑟 ) =
𝑞𝑠 (𝑎, 𝜋 ; 𝑟 ) − 𝑣𝑠 (𝜋 ; 𝑟 ) be the (normalized) expected advantage of

choosing action 𝑎 over 𝜋 in 𝑠 . Define

𝑑𝑠 : 𝑠
′
;𝜋 ↦→ (1 − 𝛾)E

[ ∞∑︁
𝑖=0

𝛾𝑖1{𝑆𝑖 = 𝑠′} | 𝑆0 = 𝑠

]
,

where 𝐴𝑖 ∼ 𝜋 (·|𝑆𝑖−1) and 𝑆𝑖 ∼ 𝑝 (·|𝑆𝑖−1, 𝐴𝑖 ) for 𝑖 ≥ 1, to be the

𝛾-discounted future state distribution induced by 𝜋 from initial

state 𝑠 . Kakade [21]’s performance difference lemma for this setting

is:

Lemma 1. The full regret for using stationary policy 𝜋 instead of
stationary competitor policy 𝜋 ′ from state 𝑠 in MDP (S,A, 𝑝, 𝑑∅, 𝛾)
under reward function 𝑟 is

𝑣𝑠 (𝜋 ′; 𝑟 ) − 𝑣𝑠 (𝜋 ; 𝑟 ) =
1

1 − 𝛾
E[𝜌𝑆 (𝐴, 𝜋 ; 𝑟 )],

where 𝑆 ∼ 𝑑𝑠 (·;𝜋 ′) and 𝐴 ∼ 𝜋 ′ (·|𝑆).

From Lemma 1, we derive a new regret and optimality bound for

CFR and 𝑘-of-𝑁 CFR, respectively, in continuingMDPs with reward

uncertainty. Given a sequence of reward functions, (𝑟𝑡 )𝑇
𝑡=1

, CFR

produces a sequence of policies, (𝜋𝑡 )𝑇
𝑡=1

, that ensures the cumula-

tive advantage of each action 𝑎 at each state 𝑠 grows sublinearly, i.e.,∑𝑇
𝑡=1 𝜌𝑠 (𝑎, 𝜋𝑡 ; 𝑟𝑡 ) ≤ 𝐶𝑇 ∈ o(𝑇 ) for bound 𝐶𝑇 that depends on the

state-local learning algorithm used. For example, it may use regret
matching [18] instances at each state that learns from 𝑞𝑠 (·, 𝜋𝑡 ; 𝑟𝑡 )
and generates 𝜋𝑡 (· | 𝑠) to get a bound of 𝐶𝑇 = 2𝑈

√︁
|A|𝑇 . Combin-

ing this with Lemma 1, we arrive at CFR’s cumulative full regret

bound (all proofs in Appendix B):

Theorem 1. CFR bounds cumulative full regret with respect to
any stationary policy 𝜋 as

𝑇∑︁
𝑡=1

𝑣∅ (𝜋 ; 𝑟𝑡 ) − 𝑣∅ (𝜋𝑡 ; 𝑟𝑡 ) ≤ 𝐶𝑇 /(1 − 𝛾).

Taking into account Monte Carlo reward function sampling,

𝑘-of-𝑁 CFR thus inherits the following regret bound:

Theorem 2. With probability 1−𝑝 , 𝑝 > 0, the full regret of 𝑘-of-𝑁
CFR with respect to any stationary policy, 𝜋 , is upper bounded by

𝐶𝑇

1 − 𝛾
+ 4𝑈

√︁
2𝑇 log 1/𝑝 .

Finally, our theoretical inquiry culminates in the following opti-

mality approximation bound for 𝑘-of-𝑁 CFR policies:

5
The similarity between CFR for the discounted return objective which we analyze

here and Even-Dar et al. [15] analysis for the average reward objective also implies

that our analysis of 𝑘-of-𝑁 CFR algorithm could easily be repeated for the average

reward objective, achieving similar regret and robustness guarantees.

Theorem 3. With probability 1 − 𝑝 , 𝑝 > 0, the best policy in
the sequence of policies generated by 𝑘-of-𝑁 CFR, (𝜋𝑡 )𝑇

𝑡=1
, is an Y𝑇 -

approximation to a `𝑘-of-𝑁 -robust policy where

Y𝑇 =
𝐶𝑇

(1 − 𝛾)𝑇 + 4𝑈

√︂
2 log 1/𝑝

𝑇

and with probability at least (1−𝑝) (1−𝑞),𝑞 > 0, a randomly sampled
policy from this sequence is an Y𝑇/𝑞-approximation to a `𝑘-of-𝑁 -robust
policy.

Thus, as long as a no-regret algorithm is deployed at each state

in 𝑘-of-𝑁 CFR so that 𝐶𝑇 grows sublinearly with 𝑇 , the sequence

of policies generated by 𝑘-of-𝑁 CFR converges toward a `𝑘-of-𝑁 -

robust policy with high probability.

6 CONCLUSIONS
Our proof of concept algorithm based on a neural network ensem-

ble and 𝑘-of-𝑁 CFR shows that algorithms can learn to be cautious.

Our testbeds are simple, they capture key aspects of AI safety, and

they facilitate experimental comparisons. Our hope is that algo-

rithms that learn to be cautious can improve the safety of, and our

confidence in, deployed AI systems. However, this level of auto-

mated safety is meant to enhance, not replace, human judgement

and safety planning.

Transition certainty is a strong assumption that will need to

be relaxed for most practical applications of these ideas. The in-

creased difficulty of computing robust policies or even minimizing

regret with transition uncertainty is discussed by Chen and Bowling

[6] and Even-Dar et al. [15]. It appears an algorithm must search

through policies that condition on the entire state history to be

sound, which makes policies infeasibly complex in typical envi-

ronments. Both theoretical and experimental work is required to

overcome this hurdle.

Critical limitations of our 𝑘-of-𝑁 CFR implementation are that

it is tabular and requires exact policy evaluation on each iteration

to determine the worst-𝑘 reward functions. CFR has been used

with function approximation [5, 13, 14, 26, 32, 40] and approximate

worst-case policy evaluation [12], so applying these enhancements

can allow our approach to scale to more complicated environments.
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